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Abstract

This thesis investigates the phonological areas of Eurasia. A phonological area is a geograph-

ical area where different lects (linguistic varieties) have converged into similar phonological

patterns. In order to compute the distribution of phonological areas in Eurasia, I have built

Phonotacticon 1.0, a cross-linguistic database that contains basic phonotactic information of

more than 500 Eurasian lects. It includes the segmental phonemic inventory, tonemes, and on-

set/nucleus/coda sequences of each sample lect. I employ this database to measure the phono-

logical distance between Eurasian lects and clustering them to detect areal patterns within

Eurasia. The phonological convergence patterns generated thereby largely overlap with the

previously hypothesized linguistic areas, namely Europe, South Asia, Qinghai-Gansu, North-

east Asia, and Mainland Southeast Asia. This dissertation thus presents a novel method to

measure the similarity between two phonological structures and use that method to confirm

the linguistic areas previously argued for.
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Chapter 1

Introduction

1.1 Background

When different human societies meet, the members of each society are exposed to each other’s

different lect1, via trade, migration, education, intermarriage, language shift, or other forms

of cultural exchange. This phenomenon is called language contact. Language contact usually

leads the lects in contact to develop similar linguistic patterns, such as shared vocabulary or

syntactic isomorphy. This process is known as linguistic convergence.

Throughout human history, language contact and linguistic convergence have mostly oc-

curred between geographically close peoples. Due to the physical limits of human transport

and communication, especially in pre-modern times, the majority of human interaction has

occurred between human groups within geographical vicinity. What naturally follows, then,

is that lects that are used in geographically adjacent regions have come into more contact and

developed more convergence than lects that are geographically far apart.

Due to the geographical bias of language contact, a geographically adjacent group of lects

often develop a significant level of convergence and form a geographical space characterized

by a certain set of shared linguistic features. Such space is a linguistic area. Well-known

linguistic areas include Europe (Haspelmath 2001), South Asia (Masica 2005), and Ethiopia

(Bisang 2006). A phonological area is a subset of linguistic area, limited to the domain of

phonology. Linguistic convergence may occur in one domain but not in another: Two lects

may develop a significant degree of similarity in their phonology but not in their morphosyn-

tax or lexico-semantics. A phonological area is a type of linguistic area, which does not imply

the existence of morphosyntactic or lexico-semantic areas in the same geographical space.

In this thesis, I compute the distribution of phonological areas in Eurasia. By Eurasia, I

refer to the macroarea as defined by Hammarström and Donohue (2014), which is largely the

1In this thesis, I use the term lect to refer to any level of linguistic variety, commonly referred to as a dialect
or a language. This is because the distinction between a dialect and a language is inherently sociocultural and
not language-internal, and thus not relevant for the current research. I only use the term language when I refer
to the general concept of the human language, such as in language contact.

2



1.2. RESEARCH GOALS 3

same as (but not identical to) the Eurasian continent. In order to detect phonological areas,

it is necessary to first compute phonological distance, the degree of difference between two

phonological structures. For example, I must quantify how English phonology is different

from French phonology compared to Mandarin phonology. Based on the distance between

each pair of Eurasian lects, I am able to cluster the Eurasian lects into groups of phonologically

similar lects and map those clusters onto a geographical plot to verify whether phonological

clusters correspond to geographical clusters.

To achieve this goal, I build Phonotacticon, a database that consists of phonological in-

formation of spoken lects (not including signed lects). Phonotacticon includes the following

information of each lect:

• Phonemic inventory (the list of distinctive sound units);

• Tonemes (the list of distinctive tone patterns);

• Onset forms (the list of one or more phonemes that precede the peak of a syllable);

• Nucleus forms (the list of one or more phonemes that form the peak of a syllable); and

• Coda forms (the list of one or more phonemes that follow the peak of a syllable).

For my doctoral project, I have compiled the Eurasian part of Phonotacticon, consisting

of 516 lects. This Eurasian part of the database, or Phonotacticon 1.0, is available at https://
github.com/ianjoo/Phonotacticon. In this dissertation, I present the building of Phono-

tacticon 1.0, use this database to compare the phonological distance between Eurasian lects,

and use the distances to detect phonological areas in Eurasia.

1.2 Research goals

The goal of this thesis is twofold:

• To build a phonological database that contains the basic phonotactic information of
Eurasian spoken lects. How can we build a database containing the different phono-

tactic rules of hundreds of lects in a cross-linguistically consistent manner?

• To use this database to calculate the phonological distance between Eurasian lects and
thereby cluster them to test if phonological clusters form geographical clusters. Can
we quantify the phonological distance between the sample lects and thereby measure

one distance against another? If we cluster the sample lects based on their phonological

distance, do the clusters show geographical patterns?

In order to achieve these two goals, the remaining part of this thesis takes the following

steps:
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• Chapter 2 reviews previous literature relevant to this thesis.

• Chapter 3 shows how I built Phonotacticon 1.0 (first goal).

• Chapter 4 shows some descriptive visualizations based on Phonotacticon, such as the

distributions of onset/nucleus/coda length and the number of tones.

• Chapter 5 uses Phonotacticon 1.0 tomeasure the phonological distance between Eurasian

lects and cluster them (second goal).

• Chapter 6 concludes the thesis.

• The appendix shows the R script used to obtain the statistical results and visualizations

employed throughout the thesis.



Chapter 2

Literature review

2.1 Introduction

In this chapter, I will review some of the previous studies relevant to my goal of using a phono-

logical database to measure cross-linguistic phonological distance in order to detect phonolog-

ical areas (geographical areas of phonological convergence) in Eurasia. Section 2.2 introduces

the concept of phonological convergence. Section 2.3 discusses the notion of linguistic area,
focusing on those in Eurasia. Section 2.4 summarizes previously built phonological databases.
Section 2.5 reviews previous methodologies of quantifying phonological distance. Section 2.6

concludes by summarizing how these previous studies are relevant to this thesis.

2.2 Phonological convergence

The main goal of this thesis is to detect phonological areas in Eurasia. A phonological area

is defined as a geographical space inhabited by speakers of lects that have phonologically

converged into one another. What, then, is phonological convergence?

Phonological convergence is the phonological domain of linguistic convergence, the assim-

ilation between two or more lects via language contact. In other words, phonological conver-

gence is the assimilation between two phonological structures (which must be distinguished

from phonological forms, cf. §2.5) due to language contact. When two lects come into contact,

they often develop a phonological pattern that resembles that of the other. Such phonological

pattern can be individual phonemes, phonotactic restrictions, syllable structures, or phono-

logical rules.

There is reason to analyze phonological convergence independently from other types of

convergence, such as morphosyntactic or lexical convergence. Previous literature suggests

that linguistic convergence may be domain-specific: that is, convergence in one domain, such

as syntax, does not imply convergence in another, such as phonology. Meakins and Pensalfini

(2021) show that two Australian lects, Jingulu and Mudburra, share a great deal of mutually

5



6 CHAPTER 2. LITERATURE REVIEW

borrowed vocabulary but retain each of their distinct grammar. François (2011) demonstrates

how northern Vanuatu lects (all belonging to the Oceanic branch of the Austronesian family)

have phonologically and lexically diverged but show a great degree of syntactic isomorphism.

Donohue (2013, p. 223) takes Basque and Dravidian lects as examples where the dominant

Indo-European lects have affected their phonology and Khoi-San as an example of receiving

morphosyntactic influence from the Niger-Congo superstratum. Thus, phonological conver-

gence between two lects may not imply their convergence in other domains, or vice versa.

One of the mechanisms of phonological convergence is lexical borrowing. When a lect

imports a considerable amount of loanwords from another lect containing a sound pattern

not present in the recipient lect, then that sound may develop into part of the recipient lect’s

phonology. An example is the /ʒ/ in German, attested mostly in French loanwords like Genie
/ʒɛni/ ‘Genius’ or Garage /ɡaʀaʒ/ ‘garage’ (Wiese 2000, p. 12). According toWiese (2000, p. 12),

as there is no tendency to assimilate /ʒ/ into any one of the other native German phonemes,

it should be considered an integral part of German phonology.

A set of externally adopted sound patternsmay form part of a phonological stratum of a lect.

A good example is Japanese, whose lexical strata consist of native Japonic, Sino-Japanese, non-

Sinitic loans, and ideophones (Itô and Mester 1999). The four strata obey different phonotactic

rules. Native Japonic does not allow word-initial /r/, whereas it is permitted in all other three

strata (e.g. Sino-Japanese ryō寮 [rjoː] ‘dormitory’). [ɸV] sequences other than [ɸɯ] are only

attested in non-Sinitic loans (e.g. English loan fan ファン [ɸaɴ] ‘(someone’s) fan’). Thus,

although loan sounds can be a true part of the recipient lect’s phonology, it often forms a

distinct layer within the phonological system.

Klein et al. (2020) observe that phonological patterns are generally transferred from one

lect to another only within the transferred vocabulary, although suprasegmental patterns

(such as tones) may be an exception to this rule. For example, Sino-Japanese initial /r-/ did

not cause native Japonic words to develop initial /r-/; rather, it remained within the Sinitic

loanwords and other strata that permit /r-/. This also applies to, according to Klein et al.

(2020), phonotactic constraints: in Hindi-Urdu, complex onsets and codas are only found in

loans from Sanskrit, English, Persian, and Arabic. These loans did not cause native Hindi-Urdu

words to develop complex onset or coda.

Loanwords are not the only origin of external import of phonological patterns, however.

Boretzky (1991) illustrates two cases which he claims to be phonological transfer without lex-

ical transfer: the diphthongization of Czech /iː/ and /uː/ due to the influence of Old High

German and the vowel centralization in Kalderash Romani motivated by Romanian. (The lat-

ter is cited by Klein et al. (2020) as an exception to their generalization.) Blevins (2002) also

reports the emergence of ejectives in Yurok, an Algic lect spoken in Northwestern California.

Yurok has the ejective consonants /t͡ʃʼ kʼ kʷʼ pʼ tʼ/, which are not found in its sister lect Wiyok.

Blevins (2017, p. 96) argue that although /tʼ t͡ʃʼ/ are found in loanwords, /pʼ kʼ/ are almost non-

existent in loanwords and thus better analyzed as internal innovation due to areal pressure
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from neighboring lects with ejectives.

Blevins’ (2017) stone soup theory is a theory of such phonological convergence that is in-

ternally processed but externally motivated. The European fable of the stone soup is a story of

a visitor tricking their hosts into making a “stone soup”. First, the visitor pretends to be able

to cook delicious soup with stone as the only ingredient. As they are cooking, they suggest

to their hosts that a little bit of certain (edible) ingredients would make the soup even better.

After convincing the hosts to share their ingredients multiple times, the visitor succeeds in

cooking their “stone soup”, whose taste in fact originates from the ingredients shared by the

hosts and not from the stone.

This fable, argues Blevins (2017), is analogous to the internally processed but externally

motivated phonological convergence. As the stone in the fable is what attracts the hosts to

create the soup, the areal feature in the neighboring lects of a lect is what attracts that lect

to develop that feature within itself. The stone is the external motivation and not the actual

ingredients. Likewise, even if a sound change can happen fully internally within a lect, it can

still be externally motivated by the lects it has contact with.

An important aspect of phonological convergence (and other domains of linguistic con-

vergence) is the continuity of convergence. Externally imported sound patterns do not simply

enter the recipient lect at once, but rather blend into it gradually, first at its periphery, then

slowly towards its core. While /ʒ/ can be recognized as a phoneme assimilated to the core of

German phonology, nasal vowels attested in French loanwords (e.g. Restaurant [ʀɛstoːʀã]) still
remain at the periphery of German phonology, as not all German speakers pronounce such

loanwords with nasal vowels (Wiese 2000, p. 12). In this sense, we can say that a phonological

system of a lect is not a discrete category but rather a prototypical category, some members

(sound patterns) of it being closer to the prototype (core), while some are further away.

This continuity of convergence applies not only to sound patterns that are adopted but

also to the speaker population who adopt them. That is, different speakers within a group of

a recipient lect may accept the imported sound pattern at different levels. Chirkova et al.’s

(2018) study on the phonological convergence of Ersu (Sino-Tibetan) towards Southwestern

Mandarin, such as the simplification of complex onsets, shows how the convergence patterns

can manifest at different levels depending on the speaker’s sociocultural background, such as

their occupation or education level. In other words, phonological convergence happens not

abruptly but gradually, sound by sound and speaker by speaker.

Lastly, we should not forget that language contact not only causes linguistic convergence

but also linguistic divergence (Kühl and Braunmüller 2014; Evans 2019). Naturally, contact

may induce phonological divergence as well. In Temiar (Austroasiatic), some Malay loan-

words go through phonological processes not attested elsewhere in Temiar phonology, such

as final denasalization (Malay /kəbun/ > Temiar /kəbut/ ‘orchard’), the sole purpose being

signaling their foreign origin, as the Temiar culture wants to distinguish them from native

lexicon (Benjamin 1976). Although the present thesis will focus on phonological convergence,
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given that language contact can also cause phonological divergence, any absence of phono-

logical convergence shown in the following chapters should not be immediately interpreted

as absence of contact.

2.3 Linguistic area

In this section, I turn to one model of linguistic convergence, the linguistic area. A linguis-

tic area is a geographical area home to multiple languages that share a number of linguistic

features due to historical contact and not genealogical relationship. In other words, it is a

geographical group of linguistic convergence.

Section 2.3.1 briefly introduces the concept of linguistic area. In the remaining subsections,

I will introduce some of the major linguistic areas in Eurasia that have been proposed and

argued for by previous works. The following chapters of this thesis will investigate whether

the analysis based on Phonotacticon support the previously claimed linguistic areas.

2.3.1 What is a linguistic area?

The concept of linguistic area, or Sprachbund (ger ‘language union’), was first formally de-

fined by Trubetzkoy (1928) as a group of lects sharing a high number of morphosyntactic,

phonological, and lexical similarities but no regular sound correspondence in their morpho-

logical elements or basic vocabulary (and thus cannot be traced back to a common proto-lect).

Trubetzkoy’s definition was above all meant to clearly distinguish a linguistic area from a

language family, consisting of a group of lects sharing a common ancestor. As an example,

he cites Bulgarian as belonging to the Slavic family (which in turn is a branch of the Indo-

European family) but belonging to the Balkan linguistic area along with Greek, Albanian, and

Romanian.

Two implications in Trubetzkoy’s brief definition must be highlighted. First, Trubetzkoy

does not include genealogical unrelatedness as a criterion of a linguistic area. Most of the lects

spoken in the Balkan Peninsula, like Bulgarian, belong to the Indo-European family. From his

definition, it seems that although linguistic area and language family must be conceptually

distinguished, members of a linguistic area do not have to belong to different language families.

Second, Trubetzkoy does not mention geographical proximity as a criterion, although

many studies following his (Thomason 2000, e.g.) define a linguistic area as a geographical

area. It is noteworthy that he named the concept “language union”, unlike its English transla-

tion “linguistic area”, suggesting that he did not see this concept as a geographical space but

rather a relationship between lects. It is indeed possible for two lects spoken very far away

from each other to come into contact and develop similarity: Malay, for example, have de-

veloped some degree of lexical and phonological similarity to Arabic (namely the adoptation

of Arabic xenophones, such as /f/ or /x/), even though these two lects are spoken in distant
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regions, due to the religious influence of Islam in the Malay Peninsula. This type of long-

distance contact is the exception rather than the rule, however. As most linguistic contacts

happen in geographical vicinity, it does not create much problem to view a linguistic area as

a geographical area in most cases.

Thomason’s (2000) definition of a linguistic area is perhaps more pertinent to how the term

is used in linguistics today: “A linguistic area is a geographical region containing a group of

three or more languages that share some structural features as a result of contact rather than

as a result of accident or inheritance from a common ancestor” (p. 311). Her definition cap-

tures the main criteria of a linguistic area: (i) geographical region; (ii) three or more lects; and

(iii) similarity due to contact. Note that none of these three terms were included in Trubet-

zkoy’s original definition. Very technically, according to his definition, a sprachbund could

also consist of two lects spoken in distant regions that share similarities by chance.

The first criterion, geographical region, was not highlighted by Thomason herself, but

remains an important aspect of the contemporary definition of a linguistic area. Humans

live within geographical boundaries, be they mountains, rivers, oceans, jungles, deserts, or

geopolitical borders. Conceptualizing linguistic area as a geographical area hosting different

lects rather than viewing it as a set of lects per se emphasizes the spatial nature of linguistic

contact and turns the agenda of linguistic area research into the discovering areal patterns on

human-inhabited space rather than solely investigating similarities between different lects.

The second criterion, three or more lects, adds importance to the multidimensionality of

the contact that constitutes a linguistic area. Thomason (2000, p. 312) suggests “perhaps the

major reason for considering two-language contacts separately from [linguistic areas] is that

in the greatmajority of the cases the source of a shared feature is easier to determinewhen only

two languages are involved”. But it is not due to practicality of research alone that a bilateral

contact must be distinguished from a multidimensional zone of contact. Conceptually, a space

arises only when there are more than three dots connected. Two dots can only form a line

between the two. A contact between two lects can only be understood in terms of bilateral

relationship between the two, unlike themultiangular connection between three or more lects,

which forms a complex dimension of contact dynamics and may be conceptualized as an area.

Thus, whenwe say that three or more lects are required for a linguistic area, three is not just an

arbitrary number but represents a fundamental distinction between bilateral and multilateral

contacts.

The third criterion, similarity due to contact, rules out any similarities that arose due to

common inheritance or simple chance. Shared traits due to descending from a common proto-

lect must be distinguished from shared traits due to contact, even though these two are often

hard to distinguish when the lects in contact belong to the same family. For example, the

southern Sinitic lects share many traits commonly inherited from Middle Chinese, such as

tones, as well as areal features not inherited fromMiddle Chinese, such as the merger of initial

/n-/ and /l-/ (Huang 2007). Moreover, two lects can be similar in some aspects plainly due to
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chance: Ainu and Malay, for example, are highly similar phonologically (as will be shown in

Section 5.2.5.9). They have never been proposed as belonging to the same language family,

however, which must be proven not by typological similarities but the classical methods of

historical comparative linguistics based on the cognacy of basic vocabulary. Also, given the

huge geographical distance between the two peoples’ inhabited areas and the absence of any

known historical contact between the two peoples, it is highly unlikely that the Ainu and the

Malay peoples have had some kind of unknown contact in the distant past. Their phonological

similarity, thus, is best explained as accidental. As difficult as distinguishing inheritance from

areality or accidence can be, the contact-induced origin of the shared features is “the whole

point of the concept” of a linguistic area (Thomason 2000, p. 312).

I should also add that this criterion for areahood is the similarity due to contact and not

contact per se. In other words, the occurrence of language contact is not enough and only after

the contact leads to convergence can it contribute to areahood. This is because, as discussed

in Section 2.2, a contact does not always lead to convergence: it can lead to divergence or no

contact-induced changes at all. Thus, a region not qualifying as a linguistic area with shared

linguistic similarities does not necessarily imply that no contact has happened there. Likewise,

the historical evidence of contact between multiple linguistic groups does not automatically

prove that their lects form a linguistic area.

Thomason (2000) also includes “structural features” as one of the criteria of a linguistic

area. By “structural”, she excludes shared vocabulary as a valid areal feature of a linguistic

area. The reason for this is that if we count loanwords as a possible shared feature of an area,

“then the entire world would be one linguistic area, thanks to such widely shared words as

email, hamburger, democracy, pizza, Coca Cola, and television” (p. 312).

While the cultural loanwords like those Thomason (2000) gave as examples are indeed

transmitted quite easily and may not form a valid criterion of areality, the basic vocabulary of

a lect, such as body part terms, are harder to change due to contact. Thus, common lexico-

semantic patterns in basic words that arose via contact can be rightfully regarded as shared

features of a linguistic area. Brown’s (2013) survey of lects colexifying (using the same lexeme

for) hand and finger show that this colexification is concentrated in Australia and North

America. Schapper et al. (2016) shed light on the unusual colexification between fire and

firewood in Australia and NewGuinea and suggest it to be an areal feature. There seems to be

no reason to exclude the lexicon from the criteria of a linguistic area, although the distinction

between basic vocabulary and cultural and technical vocabulary must be made.

What is unclear, as Thomason (2000, p. 313) points out, is how many shared features are

necessary to constitute a linguistic area. There is no consensus on the absolute number re-

quired, nor there should be. This is partly because each feature weighs differently based on

their typological rarity. The feature of having /f/ does not weigh the same as having click

consonants, as /f/ is far more common typologically than click consonants. Thus, we could

say that the one feature of having click consonants can outweigh multiple ordinary features
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like having /f/, allowing a coda, or being tonal. It is thus up to individual researchers to decide

how many shared features are enough to argue for the linguistic area they hypothesize.

Panov (2020) makes an important distinction between unique areal features versus non-
unique areal features. That is, a feature does not have to be unique to a geographical area in

order to be a characteristic of that area. For example, tonality is an important feature of the

Mainland Southeast Asian linguistic area (§2.3.2.3). It is not an exclusive feature of that area,

however, as at least a third of the world’s lects are tonal (Maddieson 2013c). Thus, tone is a

non-unique areal feature of the Mainland Southeast Asia.

What make a feature areal, then, is not necessarily its uniqueness, but rather its absence

in the regions surrounding it. In this sense, an areal feature may be described as a dot on

a paper. For ink to form a dot on a paper, there does not need to be only one dot on the

whole sheet. There needs to be, however, at least some space surrounding the dot absent of

ink. Otherwise, there would be nothing perceivable as a dot. As put by Chrikba (2008), “it is

not necessary that a certain linguistic be a unique property of this particular zone not found

beyond its boundaries”, but it is necessary “that this trait, even if not unique in itself, is specific

enough to make a meaningful contrast with languages outside this area” (p. 27).

In sum, a linguistic area can be defined as a geographical area of multiple lects sharing a

certain amount of contact-induced convergence patterns not shared by their neighbors sur-

rounding the area.

2.3.2 Linguistic areas in Eurasia

It is difficult to tell how many linguistic areas exist in Eurasia. One reason is that some of

the proposed linguistic areas are disputed, such as the Caucasian linguistic area (§2.3.2.1).

Another reason is that linguistic areas are multi-layered: A large linguistic area can nest a

smaller linguistic area, such as the Balkan linguistic area within the European linguistic area.

Thus, the number of linguistic areas in Eurasia depends on what linguistic theories to accept

and how fine the areal resolution should be.

In this section, I will present some of the larger linguistic areas in Eurasia that have been

proposed or adopted by multiple researchers.

2.3.2.1 Caucasus

Caucasus is the mountainous isthmus between the Caspian Sea and the Black Sea, shared

by the present-day states of Russia, Georgia, Turkey, Armenia, and Azerbaijan. It is one

of the most linguistically diverse regions in the world, especially its northern part (Comrie

2008). Caucasus is home to three language families unique to it: Kartvelian (South Caucasian),

Abkhaz-Adyge (Northwest Caucasian), and Nakh-Daghestanian (Northeast Caucasian). It is

also populated by the speakers of some Turkic and Indo-European lects, such as Azerbaijani

and Armenian. Whether the genealogically diverse lects of the Caucasus form a high enough
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degree of homogeneity to make Caucasus a linguistic area remains unclear and understudied.

Catford’s (1977) survey of fifteen linguistic features among four Caucasian language groups

- Nakh, Dagestanian, Kartvelian, and Northwest Caucasian - finds that only three features are

shared by all four groups: uvular consonants, glottalic consonants, and ergative constructions.

Tuite (1999) yet criticizes that these three features are not adequate for a linguistic area to be

established. He only accepts glottalic consonants as a valid areal feature, as it is shared not

only by the families unique to Caucasus but by the neighboring Indo-European and Turkic

lects as well. Uvular consonants, on the other hand, are far too common across Eurasia to be

an areal characteristic. Moreover, he argues that the types of ergativity in different Caucasian

families are so fundamentally distinct in nature that ergativity cannot be viewed as a genuine

commonality.

Comrie (2008) suggests that endogamy might have played a role in maintaining the diver-

gent patterns in Caucasus. When speakers tend to marry members of their own ethnic group,

linguistic diffusion across different lect groups may be slowed down, leading to divergence

rather than convergence. Balanovsky et al. (2011), based on Y-chromosomal data, observe

that four linguistic groups inhabiting different areas of the Caucasus - Nakh, Dagestanian,

Ossetic, and Abkhazo-Adyghian - also form four different genetic clusters (Turkic speakers

were not included in their study, due to their recent origin). Comrie (2008) also suggests that

the mountainous terrain might also be relevant for the linguistic diversity, although he is un-

certain about the causative relationship.

On the other hand, Chirikba (2008) and Daniel and Lander (2011) provide some linguistic

features typical of the Caucasian area, such as:

• Rich consonant inventory. Most Caucasian lects have a huge consonant inventory.

Among the thirteen Caucasian lects sampled in theWorld Atlas of Linguistic Structures,

ten are classified as having a large consonant inventory (34 or more), two (Georgian and

Eastern Armenian) as having a moderately large one (26 to 33), and only one (Azerbai-

jani) as having one of average size (19 to 25) (Maddieson 2013a).

• Agglutinative morphology. Caucasian morphology is mostly agglutinative, having lit-

tle morphemic fusion and instead encoding grammatical information by affixation. This

areal feature has led Azerbaijani (Turkic), Ossetic (Indo-European), andArmenian (Indo-

European) to lose their declensional characters and converge into agglutinative mor-

phology, according to Chirikba (2008, p. 51) and Daniel and Lander (2011, p. 131).

• Left-branching SOV word order. While Caucasian lects have flexible word order, the

basic word order remains subject-object-verb. It is unclear, however, whether this fea-

ture is distinctive enough to be areally specific, as most of Eurasia excluding Europe and

Southeast Asia is dominated by SOV lects (Dryer 2013).
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Vogt (1988) argues that the rich nominal case system, shared by Georgian, Armenian, Os-

setic, and North(west) Caucasian, is a result of the linguistic convergence in Caucasus. While

he does not mention Turkic, Azerbaijani also has six cases, although the rich case system is a

general feature of the Turkic family. Daniel and Lander (2011) also view nominal case as “typ-

ical of the Caucasus” (p. 133), Nakh-Dagestanian being the exception for having up to two

core cases only, nominative and oblique. Both Vogt (1988) and Daniel and Lander (2011) high-

light Ossetic, whose numerous cases are neither found often in other Iranic lects nor mostly

inherited from Indo-European.

Whether these features are numerous and “heavy” enough to validate the areality of the

Caucasus is unclear. Regardless of whether Caucasus is a linguistic area or not, all previous

studies agree that there is some amount of commonalities between the lects of the Caucasus

and the question remains whether that amount is sufficient, which can only be answered in

quantitative terms. This thesis (§5–5.3) may be able to fill in that gap from a data-driven

perspective.

2.3.2.2 Europe

Europe is the westernmost region of the Eurasian continent delimited from the rest of Eurasia

by the Ural mountains, the Caspian Sea, and the Black Sea. Linguistically, it is dominated by

various branches of the Indo-European family (Germanic, Italic, Balto-Slavic, Celtic, Hellenic,

and Albanian), along with a number of Uralic lects, the Afro-Asiatic lect Maltese, and the lect

isolate Basque. Several researchers have analyzed Europe as a linguistic area whose common

features cannot be explained by Indo-European inheritance alone.

It was Whorf (1944) who first coined the term Standard Average European to refer to the

typical model of a European lect. The focus ofWhorf (1944), however, was not to linguistically

define Europe per se, but rather to highlight the differences between European lects andHopi, a

Uto-Aztecan lect spoken in Arizona, to argue for claims of linguistic relativity. He claimed that

Hopi (unlike European lects) does not express time, which is related to the (alleged) absence of

the concept of time in Hopi culture. Whorf’s (1944) claims about Hopi and linguistic relativity

are not accepted today, as Malotki (1983) demonstrated that Hopi does express time in diverse

manners, like all human lects do.

Even though Whorf’s (1944) theory was unsuccessful, his concept of “Standard Average

European” survived and a number of researchers have tried to define the typical features of

an “average” European lect. Haspelmath (1998) lists eleven features of Standard Average Eu-

ropean:

(i) Definite and indefinite articles (e.g. English the/a book)

(ii) Have-perfect (e.g. English I have eaten)

(iii) Participial passive (e.g. English I am seen)
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(iv) Derivation of anticausative from causative (e.g. French coucher ‘to put to sleep’ > se
coucher ‘to go to sleep’)

(v) Nominative experiencers (e.g. English I like this book) as opposed to dative experiencers

(e.g. Hindi Mujhe yah kitāb pasand hai मुझे यह िकताब पसंद है ‘id., lit. This book is preferred

to me)

(vi) Dative external possessors (e.g. French Je me lave les mains ‘I wash my hands, lit. I wash

myself the hands’)

(vii) Negative indefinite pronoun + verb to express negation (e.g. English Nobody knows)

(viii) Particle comparatives (e.g. English I’m taller than you) as opposed to surpass compara-

tives (e.g. Cantonese Ngo gou gwo nei我高過你 ‘id., lit. I tall-surpass you’)

(ix) A and-B conjunction (e.g. English spring, summer, fall, and winter) as opposed to A-and

B conjunction (e.g. Korean pom-kwa yelum-kwa kaul-kwa kyewul 봄과 여름과 가을과
겨울<spring-and summer-and fall-and winter> ‘id.’)

(x) Postnominal relative clauses introduced by an inflecting relative pronoun, signaling the

head’s role (e.g. German der Mann, den ich kenne <the man, pron.masc.acc I know> ‘the

man that I know’)

(xi) Verb fronting in polar questions (e.g. German Weißt du das? <know you that?> ‘Do you

know that?’)

Haspelmath (1998) argues that these eleven features cannot be common inheritance from

Proto-Indo-European, as they were absent in Proto-Indo-European, except for dative external

possessors. They are thus more likely to be areal innovations.

Note, however, that none of the eleven features are phonological. Haspelmath (2001,

p. 1493) also acknowledges the difficulty of finding phonological features common to Europe,

suggesting that large vowel inventories and consonant clusters are possible candidates. In

Chapter 4, I will show that there are in fact phonological features of Europe that distinguish

it from its surrounding areas in Eurasia: First, many European lects allow three or more seg-

ments in the onset, nucleus, and coda position. Second, syllabic consonants are present in

many European lects. Both features are nearly absent in parts of Eurasia adjacent to Europe

(West Asia and North Asia).

2.3.2.3 Mainland Southeast Asia

The Sino-Tibetan, Austroasiatic, Austronesian, Tai-Kadai, and Hmong-Mien lects spoken in

Indochinese peninsula and Southwestern China form the Mainland Southeast Asian linguistic
area (Enfield 2018; Vittrant and Watkins 2019; Sidwell and Jenny 2021b). Some of the ma-

jor features shared by the lects of this area include highly complex tones, monosyllabic or
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sesquisyllabic lexicon, analytic morphology, and SVO word order. Comrie (2007), based on 21

features selected from the World Atlas of Language Structures (Dryer and Haspelmath 2013),

observes that these features point to common patterns inMainland Southeast Asian languages,

whence he concludes that Mainland Southeast Asia is a coherent linguistic area.

The exact boundaries of the Mainland Southeast Asia, if there are any, are a matter of

debate. Sidwell and Jenny (2021a) exclude Malay fromMainland Southeast Asia, for it “retains

much of its inherited [Austronesian] typology” (p. 3) rather than having converged into the

Mainland Southeast Asian features. If Malay, spoken at the Southern end of the peninsula,

does not belong to the Mainland Southeast Asian linguistic area, then the Malay peninsula

may be the southern limit of the linguistic area.

The northern limit of the Mainland Southeast Asia is less clear. Previous works (de Sousa

2015; Szeto and Yurayong 2021) agree that Far Southern Sinitic lects, spoken in Guangxi,

Guangdong, and Hainan, resemble the coremembers ofMainland Southeast Asia. But it would

be hasty to draw the northern boundary of Mainland Southeast Asia based on Sinitic data

alone, as not only Sinitic lects are spoken in southern China. In Yunnan, for example, the local

Sinitic lect is a variety of Mandarin, due to relatively recent immigration from northern China.

Nevertheless, Yunnan is undoubtedly a part of the core Mainland Southeast Asia, given that

the non-Sinitic lects spoken in Yunnan, such as Nuosu (Sino-Tibetan; Gerner 2013, cf.), are

genealogically and typologically close to the lects spoken in the Laos or northern Vietnam.

Whether the South-Central Chinese provinces, such as Guizhou, Sichuan, or Hunan, belong

to this linguistic area is ambiguous. In other words, South-Central China could be Mainland

Southeast Asia’s (fuzzy) northern boundary.

2.3.2.4 Northeast Asia

Northeast Asia is the northeasternmost corner of the Eurasian continent consisting of north-

east China, Mongolia, Siberia, Russian Far East, Korea, and Japan. A few researchers have

suggested the Northeast Asia to be a linguistic area, without much consensus on what the

main common features are or where the geographical boundaries lie.

Hölzl (2018, p. 8) defines Northeast Asia as the part of Eurasia that is “north of the Yel-

low River and east of the Yenisei”. He (2018, §3.5) also mentions Siberia and Qinghai-Gansu

(cf. §2.3.2.5) as commonly proposed subareas of Northeast Asia. But he remains skeptical of

the areahood of these two regions, arguing that Siberian and Qinghai-Gansu features are too

typologically common to qualify the two regions as linguistic areas. While a few researchers

has argued Siberia to be a linguistic area (G. D. S. Anderson 2006; Georg 2008; Vajda 2008),

whether it is at the same layer as Northeast Asia is unclear and most researchers include at

least some portion of Siberia in their definition of Northeast Asia. Whether Qinghai-Gansu is

a subset of Northeast Asia is even less clear, but the data from the present thesis shows that

it is phonologically distinct from other lects of Northeast Asia and may form a phonological

area at the same level as Northeast Asia (§5).
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Whitman (2016), based on linguistic features retrieved from the World Atlas of Language

Structures (Dryer and Haspelmath 2013), conducted multiple correspondence analysis on 201

sample lects. Based on his phylogenetic clustering, Kolyma Yukaghir, Evenki, Khalkha Mon-

golian, and Turkish form one cluster. Another cluster is formed by Burmese, Japanese, Ko-

rean, Ainu, and Nivkh. These two clusters, along with Kannada and Meithei, together form

one branch. Except for Turkish, Burmese, Kannada, and Meithei, all these lects are spoken in

Northeast Asia. Three other Siberian lects, Ket, Nenets, and Chukchi, were not included in

the Northeast Asian cluster. As Nenets is spoken in Western Siberia and Ket along the Yenisei

basin, this concurs with Hölzl’s (2018) definition of Yenisei being the western limit of North-

east Asia. Chukchi is spoken in the northeasternmost edge of Northeast Asia, suggesting that

the Northeast Asia as a linguistic area does not reach as far northeast as Chukotka. More-

over, Mandarin is clustered quite distantly from other Northeast Asian lects, despite being

geographically spoken in Northeast Asia, and is clustered together with Mainland Southeast

Asia lects (cf. §2.3.2.3) – Khmer, Thai, and Vietnamese – and Yoruba (Atlantic-Congo). This

concurs with the present dissertation’s results (Chapter 5) showing that Mandarin is phono-

logically more similar to Mainland Southeast Asian lects than to other Northeast Asian lects,

suggesting that the northern limit of Mainland Southeast Asia may reach as far north as Bei-

jing, which in other words would form the southern limit of Northeast Asia.

Szeto and Yurayong (2021), based on thirty linguistic features, show that northern Sinitic

lects are closer to “Altaic” lects (as a typological group consisting of Turkic, Mongolic, and

Tungusic families) than southern Sinitic lects are, which are closer to Mainland Southeast

Asian lects. The Altaic-like features of northern Sinitic include the retroflex fricative initial

(e.g. /ʂ-/ in Mandarin) and distinction between plain negative marker and existential nega-

tive marker (e.g. plain negative bù不 and existential negative méi沒 in Mandarin). There’s

no doubt that within the Sinitic spectrum, northern Sinitic lects are closer to the non-Sinitic

lects of Northeast Asia than southern Sinitic lects are. It is important to note, however, that

the thirty features used as the parameter by Szeto and Yurayong (2021) are mostly features

that are specifically selected to highlight the north-south contrast of Sinitic. In other words,

while Szeto and Yurayong (2021) show that northern Sinitic is more Altaic and less Mainland

Southeast Asian when compared to southern Sinitic, it does not follow that northern Sinitic

is closer to Altaic than it is to Mainland Southeast Asia. If the Altaic-ness of southern Sintic

was, say, 10% and its Mainland Southeast Asian-ness 90%, the Altaic-ness of northern Sinitic

could be 30% and its Mainland Southeast Asian-ness 70%, which would make northern Sinitic

more Altaic than southern Sinitic is but still more Mainland Southeast Asian when compared

to its Altaic-ness.

Yurayong and Szeto (2020), based on forty linguistic features, show that while manyNorth-

east Asian lects, including Turkic, Mongolic, Tungusic, Chukotko-Kamchatkan, and Nivkh, do

form a typological cluster, Japonic, Koreanic, and Ainu are typologically distinct from them.

Sinitic, including northern Sinitic, is distinct from both Northeast Asia and Japonic/Koreanic/
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Ainu. Based on their results, it is possible that the Northeast Asia as a linguistic area does not

reach the Korean peninsula and the Japanese archipelago. Overall, the boundaries of Northeast

Asia as a linguistic area remain difficult to define.

2.3.2.5 Qinghai-Gansu

The Bodic, Turkic, Sinitic, and Mongolic languages spoken in Qinghai and Gansu province

of western China form together the Qinghai-Gansu linguistic area, also known as the Amdo
Sprachbund. Although Amdo Tibetan and Northwest Mandarin serve as the two lingua fran-

cas (Dwyer 2013, p. 264), contact-based influences betwen all the four families are attested.

While the geographical mass of Qinghai-Gansu is far smaller than other areas discussed in

this chapter, it displays a distinct mixture of linguistic features that is hard to define as either

Northeast Asia or Mainland Southeast Asia.

Xu (2017, Ch. 1) lists five features common to Qinghai-Gansu:

(i) Verb-final word order

(ii) Case marking

(iii) Terminative suffix thala

(iv) Inanimate plural marking

(v) Converbs

Dwyer (2013, p. 66) lists four features that are present in most lects:

(i) CV(N) syllable structure

(ii) One as the postpositive indefinite article

(iii) Tense-aspect as verbal suffixes

(iv) Bodic vocabulary for animal husbandry, hunting, and Tibetan Buddhism

Particularly notable is the case-marking of Sinitic (C. Zhou 2020), which is rarely attested

elsewhere. Examples in (1) show the case-marking in Linxia Chinese (Peyraube 2017, slightly

modified):

(1) a. 我
Wo
1sg

這個
zheige
this.cl

人哈
ren-ha
person-acc

認不的
renbude
not.know

‘I don’t know this person.’ (Accusative)
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b. 北京-ta
Beijing-ta
Beijing-abl

回來
huilai
return

了
le
prf

‘They are back from Beijing.’ (Ablative)

c. 他
Ta
3sg

晌午-tala
shangwu-tala
midday-all

睡
shui
sleep

了
le
prf

‘He slept until midday.’ (Allative)

d. 我
Wo
1sg

筆兩個
bi-liangge
pen-ins

寫
xie
write

去
qu
go

‘I am writing with a pen.’ (Instrumental)

In the phonological domain, Janhunen (2006) observes that the lects of this area have ei-

ther Bodic or Sinitic phonology. Both types of phonology are syllable-based with strong coda

restrictions, the main difference being that the Bodic type allows complex onsets. Turkic and

Mongolic influence on phonology, according to Janhunen (2006, p. 263), has mostly disap-

peared over time. Thus, in the Qinghai-Gansu linguistic area, I can say that the dominant

morphosyntactic models are Turkic and Mongolic, whereas the dominant phonological mod-

els are Bodic and Sinitic.

An example of a non-Bodic lect adopting Bodic phonology is Wutun (Sinitic), which has

lost tones and developed voiced obstruents due to the influence from Amdo Tibetan (Sandman

2016). It also allows the velar nasal as an onset (e.g. [ŋu] ‘I’), which is a character of Northwest

Mandarin not found in Beijing Mandarin (Sandman 2016, p. 31). According to Chen (1988),

Wutun had complex onsets as well. It allowed /h ʕ n ŋ m/ as possible preinitials (e.g. /hd͡zɑ/

‘grass’, /ŋɡon/ ‘temple’), much like Amdo Tibetan (Ebihara 2019). Sandman (2016, p. 35) re-

ports that these preinitials are now lost, however. Nevertheless, this suggests that Wutun’s

Bodic character was even stronger before.

An example of Sinitic phonology of a non-Sinitic lect is the phonology of Mangghuer

(Mongolic; Slater 2003). Although Mangghuer phonology has both Sinitic and Bodic charac-

teristics, Slater (2003) views Sinitic as the primary driving force of Mangghuer’s phonological

innovations. Sinitic characteristics of Mangghuer include the retroflex consonants /ʂ ʈ͡ʂ ʈ͡ʂʰ ɻ/,

which are typical to northern Sinitic. The simplicity of its syllable structure also resembles

Sinitic, the maximal syllable template being CGVC, where the coda is restricted to sonorants.

Dwyer (2008) also reports the ongoing tonogenesis in Mangghuer.

Shared lexicon is also a characteristic of the Qinghai-Gansu area. Eastern Yugur (Mon-

golic) andWestern Yugur (Turkic), both spoken by the Yugur ethnic group, share a large set of

common vocabulary borrowed from each other and also from Bodic and Sinitic (Nugteren and

Roos 1996). Baonan (Mongolic) spoken in Qinghai has approximately half of its vocabulary

borrowed from Tibetan, whereas Baonan spoken in Gansu has much less Tibetic vocabulary



2.3. LINGUISTIC AREA 19

(ca. 10%) but more than 40% of its vocabulary borrowed fromChinese, despite the two varieties

being mutually intelligible (H. Wu 2003).

As mentioned in Section 2.3.2.4, some researchers (e.g. Hölzl 2018) include Qinghai-Gansu

in the greater area of Northeast Asia as its subarea. But the results shown in Chapter 5 show

that the phonological characters of Qinghai-Gansu are not typically Northeast Asian nor typi-

cally Mainland Southeast Asian, suggesting that it should be distinguished from the Northeast

Asia as a whole, at least in the domain of phonology.

2.3.2.6 South Asia

South Asia, largely equivalent to the Indian subcontinent, is a linguistic area dominated by

Indo-Aryan (branch of Indo-European) lects in the north and Dravidian lects in the south,

while also home to many Sino-Tibetan and Mundaic (branch of Austroasiatic) minority lects

and the lect isolates Nihali and Burushaski.

One of the most prominent areal features of South Asia is the wide distribution of retroflex

consonants. PHOIBLE 2.0 (Moran and McCloy 2019) shows that retroflex plosives and sono-

rants almost exclusively occur in South Asia within Eurasia. Retroflex fricatives and affricates,

on the other hand, are not widely distributed throughout South Asia but common in China.

/ʂ/ is an exception, as it is common in both regions.

The Indo-Aryan retroflex consonants, attested in the earliest records of Sanskrit, may be

an areal influence from the Dravidian substratum, as they are not found elsewhere in Indo-

European (Emeneau 1956, p. 7). Although the emergence of retroflexion in Sanskrit can be

traced back to internal changes in Indo-Aryan (Arsenault 2012, §2.2.3), even internal changes

can result from external influence (Blevins 2017), meaning that its internality does not rule

out its areality. Retroflex consonants are also attested in the Mundaic (Arsenault 2012, §2.2.4)

and Sino-Tibetan (Arsenault 2012, §2.2.5) lects spoken in South Asia, also likely to be areal

influence from Indo-Aryan and Dravidian.

Emeneau (1956) argues that the numeral classifier is an areal feature of South Asia, e.g.

Telugu enimidi mandi manus
˙
ulu ఎనిమిది మంది మనుషులు <eight-clf-people> ‘eight people’.

Moral (1997), however, limit this areal feature to Northeast India rather than South Asia as

a whole, claiming that the use of numeral classifiers is limited in other parts of South Asia,

especially so as one gets further away from Northeast India. According to Moral (1997), Sino-

Tibetan is the source of this feature, as it is common throughout the Sino-Tibetan family as

well as other lects of East and Southeast Asia.

Masica (2005) highlights severalmorphosyntactic features characteristic of this area, namely:

(i) Head-finality (SOV word order, postpositions, Adj-N/Gen-N/Dem-N/Num-N)

(ii) Morphological causatives (often including double causatives)

(iii) (Heavy usage of) converbs
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(iv) Explicator compound verbs, e.g. Hindi le jānā ले जाना ‘to take away, lit. to take and go’

(v) Dative-subject construction to express possession (rather than using have-like verbs)

Abbi (2018) illustrates echo formation as an areal feature of South Asia. Echo formation

is a type of reduplication where the base is partially modified in the reduplicant, e.g. Hindi

cāy चाय ‘tea’ > cāy vāy चाय वाय ‘tea and related items’; Tamil puliபுலி ‘tiger’ > puli kiliபுலி
கிலி ‘tiger and others’. Abbi (2018) notes that the echo formations of different South Asian

lects are not only morphologically similar but also semantically so. She posits the following

semantic functions of South Asian echo formation:

(i) Generality and plurality

• Hindi pen पेन ‘pen’ > pen ven पेन वेन ‘writing instruments’

(ii) Superordinate structure

• Bangani (Indo-Aryan) šakun ‘meat’ > šakun-šhukun ‘non-vegetarian, meat related’

(iii) Pejoration

• Hindi likhnā िलखना ‘to write’ > likhnā vikhnā िलखना िवखना ‘to scribble’

(iv) Intensification

• Punjabi siddhā ਿਸੱਧਾ ‘straight’ > siddhā suddhā ਿਸੱਧਾ ਸੁੱਧਾ ‘absolutely straight’

(v) Sets and types

• Punjabi nīlā ਨੀਲਾ ‘blue’ > nīlā šīlā ਨੀਲਾ ਸ਼ੀਲਾ ‘blue types’

(vi) Non-specific reference

• Hindi kənāɖāकनाडा ‘Canada’ > kənāɖā vənāɖāकनाडा वनाडा ‘Canada or someWestern

country’

Note that reduplication is a very common morphological strategy used not only in South

Asia but inmost areas of theworld, Europe being rather exceptional for not using it extensively

(Rubino 2013). What makes South Asian echo formation special is then not its reduplicative

morphology but its shared set of semantic functions, which may not be served by redupli-

cations in other areas. Li and Ponsford’s (2018) survey of 108 lects shows that while certain

meanings are commonly expressed by reduplication, such as iterativity and intensivity, cer-

tain meanings are expressed by reduplication in a relatively small number of lects, such as
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randomness or negation. It is thus important to state that reduplication per se is not an areal

feature of South Asia but reduplication in the semantic range as illustrated by Abbi (2018).

A lexical areal feature of South Asia is the richness of ideophones. An ideophone is

“[a] member of an open lexical class of marked words that depic sensory imagery” (Dinge-

manse 2019, p. 16). It is also known as expressives, mimetics, or onomatopoeia (although

onomatopoeia is a subset of ideophones, as onomatopoeics depict only sounds). Examples of

South Asian ideophones are Maithili gam gam ‘aroma’, Hindi cam cam चम चम ‘glittering’, and

Punjabi las lasਲਸ ਲਸ ‘sticky’ (Abbi 2018, pp. 12–13). Given the scarcity of ideophones in Indo-

European other than Indo-Aryan and also the systematic similarity between Indo-Aryan and

Dravidian ideophones, Emeneau (1969) concludes that the ideophones in Indo-Aryan must be

areal influence from Dravidian, without ruling out that Mundaic could have played a role as

well.

In sum, there is ample evidence pointing to South Asia as a linguistic area, in the domain

of phonology (retroflex consonants), morphology (echo formation), syntax (head-finality, con-

verbs, and dative-subject construction), and lexico-semantics (ideophones).

2.3.3 Phonological areas

As mentioned in Section 2.2, linguistic convergence may be domain-specific. Phonological

convergence may happen with little or no morphosyntactic convergence, and vice versa. It

follows that linguistic areas – the geographical areas of linguistic convergence – may also be

domain-specific, i.e. there may be “linguistic areas” consisting of lects that have converged

in one domain but not necessarily in another. The scope of this thesis remains at linguistic

areas in the domain of phonology. i.e. the phonological area. Phonological areas, of course,

may overlap with morphosyntactic or lexico-semantic areas – and I suspect that many of them

do – but I limit my analysis to claiming that certain phonological areas exist in Eurasia while

remaining agnostic about linguistic areas in other domains. In order to detect the existence

of phonological areas, I will use a phonological database that I have built, Phonotacticon 1.0.

The following section will review previously existing phonological databases.

2.4 Phonological databases

In this section, I review eight of the most important phonological databases, focusing on those

that are currently accessible.

2.4.1 UCLA Phonological Segment Inventory Database (UPSID)

The UCLA Phonological Segment Inventory Database, or UPSID (Maddieson 2009), which is ac-

cessible at web.phonetik.uni-frankfurt.de/upsid.html), and was released in 1984, is
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the oldest phonological database that is currently available online. It consists of the phone-

mic inventory of 451 lects across the world. Although it is not without limitations, such as

only containing segmental information and not tones, UPSID remains a useful phonological

database at present.

2.4.2 The Database of Eurasian Phonological Inventories (EURPhon)

The Database of Eurasian Phonological Inventories, or EURPhon (Nikolaev 2018), which is ac-

cessible at eurphon.info, describes the phonological inventories of 536 Eurasian lects. It also

contains some phonotactic information for many of the lects, such as word-initial consonant

clusters, word-final consonants, and possible syllabic templates. This database is possibly the

database that is the most similar to Phonotacticon 1.0, which also provides the phonotactic

profiles of Eurasian lects, even though the two databases bear some structural differences, as

will be explained in Section 3.4.

2.4.3 PHOIBLE 2.0

PHOIBLE 2.0 (Moran and McCloy 2019), which is accessible at phoible.org, may be the

largest and the most widely used phonological database at present. Similar to UPSID but on

a much larger scale, PHOIBLE 2.0 contains the phonological inventories of 2,186 lects world-

wide. One of its strengths is that it often includes multiple inventories for each lect retrieved

from different sources (including UPSID and EURPhon), thus, enabling cross-doculect compar-

isons. For instance, four inventories are available for Korean. This is quite useful considering

that different descriptions of a lect’s phonological inventory can vary to a significant degree

depending on the consulted bibliographical source (C. Anderson et al. 2023). Unlike UPSID, it

also describes the tonemes of the tonal languages.

2.4.4 PBase

PBase (Mielke 2008), which is accessible at pbase.phon.chass.ncsu.edu, provides the fol-

lowing phonological information for each of the 629 lects:

• Core inventory

• Marginal inventory

• Phonotactic distribution

• Phonological rules

As an example, for Indonesian (pbase.phon.chass.ncsu.edu/language/4), PBase lists

/p t t͡ʃ k ʔ b d d͡ʒ ɡ s h i u e ə o m n ɲ ŋ a l r w j/ as its core inventory and /f ʃ x z/ as its
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marginal inventory (in this case, xenophones). It provides non-exhaustive information about

its phonotactic distribution, such as only /p t k ʔ s h m n ŋ l r w j/ appearing as the morpheme-

final consonant. It also provides a non-exhaustive list of phonological rules, such as /p t k/

being unreleased word-finally.

To my knowledge, PBase is the only phonological database that distinguishes the marginal

inventory from the core inventory and provides phonological rules, such as allophonic varia-

tions. Although the marginality of phonemes in any lect is a continuous feature rather than

a categorical one, with some phonemes being less marginal than others, it is nevertheless ex-

tremely useful to have a binary distinction between marginal and core inventories, as the two

inventories often behave differently in phonotactic terms. Phonological rules can also provide

useful information about cross-linguistic phonological patterns, as many phonological rules,

such as final devoicing, are shared by different lects.

However, the highly uneven distribution of the phonological information about different

lects makes PBase less suitable for quantitative cross-linguistic comparisons. For example,

English has 36 rules and distributions coded in the database, whereas Ainu only has seven.

Phonotacticon may overcome this problem by having a fixed set of variables for each lect

(phonemes, tones, onset, nucleus, and coda), although some of the lects in Phonotacticon also

lack one or more of these five variables as well.

2.4.5 Lyon-Albuquerque Phonological Systems Database (LAPSyD)

The Lyon-Albuquerque phonological systems database or LAPSyD (Maddieson et al. 2013), which

is accessible at lapsyd.huma-num.fr/lapsyd, is a database that is based on UPSID and con-

tains the following phonological information for each of the 683 lects across the world:

• Segmental inventory (including notes on consonants and vowels)

• Diphthongs

• Syllable structures

• Comments on tone and stress

• Location

Perhaps one of the greatest benefits of LAPSyD is its qualitative details, especially for

suprasegmental aspects such as stress, which are better explained qualitatively. The great

amount of such detailed explanations in a verbal format makes this database extremely useful

for a lect-by-lect comparison.
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2.4.6 BDPROTO 1.1

BDPROTO 1.1 (Moran, Grossman, et al. 2021), which is accessible at github.com/bdproto,
contains the phonological inventory of 257 ancient and reconstructed lects worldwide. To

our knowledge, it is the only phonological database that focuses on non-contemporary lects.

As Moran et al. (2021, p. 87) pointed out, the time periods of proto-lects are not uniform:

Proto-Indo-European was not spoken contemporaneously with Proto-Austronesian. The au-

thors have included the approximate time period for each proto-lect, thus making BDPROTO

a useful database for conducting a diachronic analysis of phonological typology.

2.4.7 SegBo

SegBo (Grossman et al. 2020), which is accessible at github.com/segbo-db), is a list of the

borrowed segments in 574 lects worldwide. According to SegBo, /f/ is the most commonly

borrowed segment worldwide. As SegBo also codes the donor lect for each segment, it shows

that the following five lects are themost prolific donors: Spanish, English, Arabic, Russian, and

Indonesian. As segment borrowing is one of the most visible outcomes of language contact,

SegBo allows us to detect contact phenomena across the world, especially the asymmetrical

contact between less spoken lects and larger, more dominant lects.

One of Segbo’s limitations (as described in Grossman et al. 2020) is that it is not areally

balanced, as it over-represents certain regions, such as Papunesia and eastern Russia. East

Asian lects are relatively underrepresented in the database, hence the underrepresentation of

Mandarin Chinese as a donor lect. However, as SegBo is still in the early stages, this problem

can easily be overcome by adding more sample lects.

2.4.8 World Phonotactics Database

TheWorld Phonotactics Database (WPD) is a currently inaccessible database compiled byMark

Donohue and his team. It provided phonotactic information of thousands of lects around the

world and is perhaps the largest phonotactic database ever published to this day. Personal

communication with Mark Donohue and Siva Kalyan (who will conduct analysis using the

database) let me know that it will be available online again in the near future.

The database offered data as values of a set of parameters (such as this lect only allows
nasals as codas) and not as segments (such as this lect allows /m n ŋ/ as codas) (Siva Kalyan,

personal communication). This is an important distinction between the World Phonotactics

Database and Phonotacticon, as Phonotacticon provides every part of the data as segments

and tonemes and not as parameter values. This allows us to analyze the phonological distance

between lects using a different methodology.
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2.4.9 Summary of phonological databases

Table 2.1 summarizes the eight databases I have reviewed in this section.

Name No. of lects Area Containing Available

UPSID 461 World Inventory Yes
EURPhon 536 Eurasia Inventory, phonotactics Yes
PHOIBLE 2.0 2,186 World Inventory Yes
PBase 629 World Inventory, phonotactics Yes
LAPSyD 683 World Inventory, syllable, suprasegmental Yes
BDPROTO 1.1 257 World Inventory Yes
SegBo 574 World Borrowed segments Yes
WPD Thousands World Phonotactics No

Table 2.1: Summary of the eight databases reviewed

Although the number of phonological databases available is growing, there is still the need

for a form-based phonotactic database. While EURPhon (Nikolaev 2018), PBase (Mielke 2008),

and LAPSyD (Maddieson et al. 2013) contain different levels of phonotactic information, they

are primarily a database of segmental inventories and their phonotactic information is rel-

atively limited. While we can hope that the World Phonotactics Database will be available

again soon, it is a parameter-based database, in which each lect bearing different values of a

set of phonological parameters, and not a form-based database containing possible phonolog-

ical forms a lect can generate according to its phonotactic rules. This form-based phonotactic

database is what Phonotacticon is. It contains the basic phonological profiles of lects world-

wide, now containing 516 Eurasian lects.

2.5 Interstructural phonological distance

The term phonological distance is ambiguous and may refer to two different concepts. One

meaning is the distance between the forms of two phonological sequences (lect-internally or

cross-linguistically), such as measuring whether /mæn/ is closer to /pæn/ than it is to /kæn/.

As an example, Do and Lai (2021) provide a model of measuring the distance between two

phoneme sequences, combining segmental and suprasegmental features. I name this type of

phonological distance intersequential phonological distance.
The secondmeaning is the distance between the phonological structures of two lects. How

close is English phonology to Turkish phonology, in terms of phonological inventory, phono-

tactic constraints, or segmental frequency? And is the distance closer than the distance be-

tween English phonology and Japanese phonology? In contrast to the cross-sequential phono-

logical distance, I call this type of phonological distance interstructural phonological distance.
Measuring intersequential phonological distance and measuring interstructural phonolog-

ical distances may share certain processes. The distance between two phonemes, such as the
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distance between [m] and [p], is relevant to both types of phonological distances: Interse-

quentially, it is required for measuring how close /mæn/ is to /pæn/; interstructurally, it is

required for measuring the distance between a lect with /m/ but without /p/ in its phonemic

inventory and a lect with /p/ but without /m/. But as the two distances are measured in two

different dimensions - phonological form vs. phonological structure - they must be clearly

distinguished in order to avoid confusion.

Many works on dialectometry, the measuring of distance between dialects, involve mea-

suring the phonological distance between dialects. They are better classified as works on in-

tersequential phonological distance rather than interstructural phonological distance. As an

example of a work on dialectometry, Flikeid and Cichoki (1987) measured the distance between

Acadian French idiolects based on a number of phonological parameters. The phonological

parameters mostly pertain to phonetic variants of certain French phonemes, such as whether

Standard French /k/ is pronounced as the affricate [tʃ] or whether /u/ is pronounced as the

diphthong [uu̯]. Because the different phonemes of each dialect are compared to common

reference forms (Standard French), measuring such phonological distance is in effect measur-

ing how a given sequence in a French dialect will be pronounced differently in another French

dialect. It is thus closer to intersequential phonological distance than to interstructural phono-

logical distance.

As one of the two goals of the thesis is to measure the interstructural phonological dis-

tances, the following subsections will provide an overview of how previous works have tried

to measure it in different ways. The methodological diversity of the previous literature implies

that there is no unified mathematical definition of interstructural phonological distance and

it is the task of the individual researchers to measure the distance in their own way.

2.5.1 Avram (1964)

Avram (1964) sketches a methodology to quantify interstructural phonological distance. His

measurement is based on the following parameters of each lect:

• the efficiency (fre efficacité), the number of phonemes divided by the number of distinc-

tive features;

• the average distribution (fre distribution) of distinctive features, where the distribution

of a distinctive feature is the number of distinctive features it can co-occur with;

• the average output (fre rendement) of distinctive features, where the output of a distinc-

tive feature is the number of phonemes distinguished by that feature; and

• the average complexity (fre complexité) of the phonemes, where the complexity of a

phoneme is its number of distinctive features.
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Avram uses these parameters to compare four genealogically distinct lects: Sanskrit, En-

glish, Mandarin, and Nivkh. Although he doesn’t provide a general scale of distance, he briefly

comments on how the four lects differ in these parameters, such as observing that that Nivkh

and Sanskrit phonemes are on average more complex than Mandarin or English phonemes.

Despite being half a century old, Avram’s paper received close to no attention to this day.

Some of his novel ideas, such as the phonemic complexity or the featural distribution, merit

to be reconsidered for future research on phonological distance measuring.

2.5.2 Postovalova (1966)

Postovalova (1966) provides a method of measuring the valence (rus valentnost’ валентность)
of a lect’s phonological feature with another feature. The valence of a feature F1 with the

feature F2 is calculated as follows:

(Number of phonemes with F1 and F2)/(Number of phonemes with F1)
Number of features - 1

(2.1)

As an example, suppose that English has ten distinctive phonological features. English has

three phonemes that are [+nasal] (/m n ŋ/) and one phoneme that is [+nasal, +labial] (/m/).

The valence of [+labial] with [+nasal] would be calculated as:

1/3

10− 1
=

1

27
(2.2)

On the other hand, all of the three nasal phonemes of English are also [+sonorant]. The

valence of [+sonorant] with [+nasal] would then be calculated as:

3/3

10− 1
=

1

9
(2.3)

In other words, Postovalova’s valence measures how likely a given feature co-occurs with

another feature and weighs it against the total number of features.

Although Postovalova only uses this method to measure the valence of Russian phonemes,

she suggests that it could be used for cross-linguistic comparisons as well (p. 35). Later,

Afendras (1970) adopts her method to measure the distance between Balkan lects. His results,

however, do not quite show visually perceivable areal patterns within the Balkans. This does

not necessarily disqualify Postdovalova’s (1966) methodology, as the Balkans is a classic ex-

ample of a linguistic area and there is a high degree of similarity between Balkan lects, which

could make it difficult to detect internal clusters.

2.5.3 Kučera and Monroe (1968)

Kučera and Monroe (1968) employ the concepts of isomorphy (the correspondence between

similar phonemes of different lects) and isotopy (the occurrence of similar phonemes in the
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same syllabic position) to measure the phonological distance between Russian, Czech, and

German.

The measure of isomorphy between a lect’s set of phonemes P1 and another lect’s set of

phonemes P2 is as follows:

1− Number of different features between P1 and P2

Largest number of features of any phoneme in either lect
(2.4)

As an example, Kučera and Monroe measures the isomorphy between Russian /b, bʲ/ and

Czech /b/. The difference between the two sets of phonemes is 1, because Russian /b/ and

/bʲ/ are distinguished by one feature [±sharp], which is absent in Czech /b/. In both Russian

and Czech, the largest number of features to define a phoneme is eight. Thus, the isomorphy

between Russian /b, bʲ/ and Czech /b/ is as follows:

1− 1

8
= 0.875 (2.5)

Kučera and Monroe paired each set of phonemes of a given lect to the set of phonemes it

had the largest isomorphy with ( = the phonologically closest). For example, Russian /t/ was

paired with Czech /t/, Russian /b, bʲ/ with Czech /b/, Russian /x/ with Czech /x, h/, and so on.

Based on corpora, the authors also calculated the probability of each set of phonemes’

occurrence in a given syllabic position. For example, when comparing Russian and Czech, they

measured the probability of Russian /b/ or /bʲ/ occurring in the first position of a triconsonantal

onset and the probability of Czech /b/ occurring in the same position.

The authors then calculated the Isotopy Index ( = phonotactic similarity) between lect L1

and lect L2 by the following formula:

n∑
i=1

2pi(L1) · pi(L2) · Isomorphyi
pi(L1) + pi(L2)

(2.6)

where p(L1) is the probability that a given set of phoneme will occur in a given syllabic

position in lect L1, Isomorphy the isomorphy between a given set of phoneme in lect L1 and

the corresponding set of phoneme of lect L2, and n the number of pairs of isomorphic sets of

phonemes multiplied by the number of possible syllabic positions.

Based on this measure, they conclude that the Isotopy Index between Russian and Czech

(ca. 0.76) is higher than the that between Russian and German (ca. 0.47) or the that between

Czech and German (ca. 0.62). This is the expected result, as Russian and Czech both belong to

the same Slavic branch of the Indo-European family, whereas German belongs to the Germanic

branch.

Kučera andMonroemay have been the first to consider not only the features of the phonemes

but also their positional distribution within a syllable. They argue that phonological distance

should be measured based on what they name quantitative phonotactics (p. 96).
The methodology adopted in this thesis can also be classified as that of quantitative phono-
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tactics. The limit of Kučera and Monroe’s approach, however, is that they only considered in
which position a phoneme occurs within a syllable and not which phonemes a phoneme
co-occurs with in a given position within a syllable. In other words, Kučera and Monroe

only calculated the probability of /s/ occurring in the first position of a biconsonantal onset

and compared it to the probability of /s/ (or a similar phoneme) of another lect occurring in

the same syllabic position. But they did not consider whether /s/ in this position occurs in

/sk/, /sp/, /sl/, or any other combinations of phonemes, which is an important phonotactic

variable. If a lect only allows /sp/ and /sk/ as their /sC/ onsets and another lect only allows

/sl/ and /sw/, then these two /s/’s of the two lects cannot be regarded as true equivalents, even

though they occur in the same position. Chapter 5 will show how I factored this variable into

my methodology.

2.5.4 Tambovtsev (2001)

Tambovtsev (2001) compares Mongolic and Turkic lects based on the frequency of the conso-

nant classes in each lect. When measuring the frequency of a phoneme in a lect, two types of

frequencymust be distinguished: lexical frequency, measuring the number of lexemes contain-

ing a given phoneme, and token frequency (also referred to as discourse frequency by Macklin-

Cordes and Round 2020), measuring the occurrence of a given phoneme in the usage of that

lect. For example, the lexical frequency of /s/ in English is the proportion of English lex-

emes that contain /s/ in the English vocabulary, while its token frequency is the occurrence

of /s/ within the utterances of English speakers. Based on the token frequency of consonant

classes, such as labials or fricatives, retrieved from the corpora of Mongolic and Turkic lects,

Tambovtsev (2001) measures the phonological distance between sixteen lects.

Tambovtsev’s (2001) approach of weighing the segments based on their frequency mer-

its further exploration and may be applied to phonological characters other than consonant

classes, such as vowels quality, phonotactic positions, segmental sequences, and even supraseg-

mental features such as tones. Since /ʒ/ occurs frequently in French but relatively infrequently

in English (as well as being phonotactically limited, mostly occurring intervocalically), it can

be misleading to treat the French /ʒ/ and the English /ʒ/ identically when comparing French

and English phonologies. One realistic difficulty is that measuring token frequency requires

corpus data, which may not be available for underdocumented lects. But when the resources

permit, segmental frequency can certainly be worthy of its weight in measuring phonological

distance.

2.5.5 Eden (2018)

Eden (2018) presents three types of methodologies for measuring cross-linguistic phonological

distance:



30 CHAPTER 2. LITERATURE REVIEW

• Hamming Distance based on binary phonological features, such as whether each sample

lect allows complex onsets or not, retrieved from lexical data;

• Entropy algorithm based on IPA-transcribed corpora, or “the relative predictability of a

transcribed passage in one language given knowledge of some other language” (p. 193);

and

• Spoken language identification based on audio recordings of non-words by participants

of different linguistic backgrounds.

Eden uses each methodology to measure the distance between only a few lects, most of

them European. The Hamming Distances between European, Northeast Indian, and Oceanian

lects show that the lects of each region are generally closer to each other phonologically. The

entropy algorithm method, tested on seven European lects, shows that the similarities pattern

with genealogy, Germanic lects being similar to each other and Romance lects also to each

other. The spoken language identification method, tested on Greek, English, German, and

Spanish, shows that Greek is closer to Spanish whereas English is closer to German. While

Greek and Spanish belong to distant branches of Indo-European, English and German both

belong to the West Germanic branch. All her three methodologies therefore show expected

results, aligning with areality (Hamming Distance) and genealogy (enthropy algorithm and

spoken language identification).

Eden illustrates different angles of measuring cross-linguistic phonological distance, sug-

gesting that there is not one solution to this issue but rather many possible approaches, which

can be used to cross-check the distances between the same lect pairs. The comparison between

the results of the various methodologies (Section 7.3) shows that only some of the distances

are consistent throughout all methodologies, namely the close distance between Greek and

Spanish and the long distance between Germanic and Spanish/Portuguese.

2.5.6 Nikolaev (2019)

Nikolaev (2019) presents a novel way to measure the distance between two phonemic inven-

tories, which he name the Closest Relative Cumulative Jaccard Dissimilarity.

First, the Jaccard dissimilarity between the two phonemes, p1 and p2, is defined as follows:

Jaccard(p1, p2) =
Number of intersect of features
Number of union of features

(2.7)

Then, for a lect’s phoneme p, I identify the phoneme p’ that has the lowest Jaccard dissim-

ilarity in the lect in comparison.

Finally, the Closest Relative Cumulative Jaccard Dissimilarity between the two lects in

comparison, L1 and L2, is calculated as follows:
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∑
p∈L1

Jaccard(p, p′) +
∑
p∈L2

Jaccard(p, p′) (2.8)

The higher the Closest Relative Cumulative Jaccard Dissimilarity between two lects, the

wider the gap between their phonemic inventories.

As an example, let L1 be a lect with the phonemes /p, f, m/ and L2 a lect with the phonemes

/p, m/. Let /p/ be defined by the feature [labial], /f/ by [labial, continuant], and /m/ by [labial,

voiced, nasal].

The Jaccard Dissimilarity between /p/ and /p/ and between /m/ and /m/ is 0. On the other

hand, the Jaccard Dissimilarity between /p/ and /f/ is 1/2, whereas that between /m/ and /f/ is

1/4. Thus, /f/ is the closest phoneme to /p/.

The Closest Relative Cumulative Jaccard Dissimilarity would be thus the following:

(Jaccard(/p/, /p/) + Jaccard(/f/, /p/) + Jaccard(/m/, /m/))

+(Jaccard(/p/, /p/) + Jaccard(/m/, /m/))

= (0 + 1/4 + 0) + (0 + 0)

= 1/4

(2.9)

Using this methodology, Nikolaev (2019, p. 113) shows that among the spoken lects of

Eurasia, neighboring lects that are genealogically related show more similarity to each other

than non-neighboring genealogically related lects and neighboring, genealogically unrelated

lects also show more similarity to each other than non-neighboring, genealogically unrelated

lects. He does not describe in detail which lects are similar to each other, however.

The Closest Relative Cumulative Jaccard Dissimilarity method is similar to the measure I

will employ in Chapter 5, although there are some differences in detail, namely that I com-

pare onset/nucleus/coda sequences rather than phonemic inventories and that I also factor in

negative and neutral featural values (such as [-voi] or [0strid]).

2.5.7 Macklin-Cordes et al. (2021)

Macklin-Cordes et al. (2021) hypothesize that a lect’s phonotactic constraints are historically

conservative and argue that phonotactic comparison between lects can be used to detect his-

torical phylogeny. They compare 112 Pama-Nyungan lects “in terms of which sequences of

two segments (biphones) they permit and which they do not” (p. 225) to measure the simi-

larity between them and compare it to the phylogeny of those lects based on lexical cognacy.

Their results show that the phonotactic information show phylogenetic signals, the similar-

ity between genealogically closer lects, suggesting that phonotactic information can convey

genealogical information.

The authors briefly mention, however, that one of the limits of their study is that areal-
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ity was not considered as a potential factor motivating phonotactic similarity (p. 247). This

may be a concerning issue, considering that phonotactics is highly prone to contact-induced

change. As I will show in Section 5, genealogically distinct lects within geographical vicinity

may develop similar phonotactic structures.

2.5.8 Harnud and Zhou (2021)

Harnud and Zhou (2021) measured the distance betweenMongolian (Mongolic), Ewenki (Tun-

gusic), and Uyghur (Turkic) by comparing their vowel qualities. While vowel phonemes may

be categorically defined in terms of articulatory features, their precise acoustic characters,

such as their duration or their first and the second formants, are continuous variables that

differ considerably from lect to lect and from speaker to speaker. For example, although the

Japanese vowel /u/ and the Korean vowel /u/ may be transcribed in the same symbol, this

hides the fact that Japanese /u/ is articulatorily much less rounded, with only lip compres-

sion and no rounding per se (Okada 1991). Harnud and Zhou (2021) used such continuous

characteristics of the vowels of the three lects to measure the distance between them. Their

results show that in terms of vowels, Mongolian and Ewenki are closer to each other than to

Uyghur. Geographically speaking, this is the expected result, as Evenki is spoken mostly in

Siberia and the region where (Halh) Mongolian is spoken borders Siberia, whereas Uyghur is

spoken mostly in western China.

Strictly speaking, Harnud and Zhou (2021) measure the phonetic distance between the

three lects, rather than their phonological distance, as their methodology is based on continu-

ous phonetic data rather than categorical phonological values. But as phonology is essentially

based on phonetics (Ohala 1990), it is reasonable to expect that phonologically close lects will

also tend to be phonetically closer. Thus, Harnud and Zhou’s (2021) methodology may be used

in the future to compare the phonetic distance between lects to their phonological distance.

2.5.9 Summary of previous measures of phonological distance

The methodologies I have reviewed in this section measure the interstructural phonological

distance in different ways. The diversity of the methodologies suggests that there is no one

correct solution to the problem of quantifying phonological distance, but many possible ways.

One of those possible ways that I will take in this this thesis (§5) aims to fill some gaps not

covered sufficiently by previous works, namely comparing one multisegmental sequence (for

example the English complex onset /spl-/) to another, rather than comparing singleton seg-

ments.
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2.6 Summary

In this chapter, I have reviewed previous literature on the phenomenon of phonological con-

vergence (§2.2), the concept and examples of linguistic area (§2.3), existing phonological databases

(§2.4), and previous measures of phonological distance (§2.5). In the remaining part of the

thesis, I will use my phonological database to measure the phonological distance between

Eurasian lects in order to detect areal patterns of phonological convergence in Eurasia. By

comparing the phonological areal clusters generated from my analysis to the linguistic areas

discussed in this chapter –Northeast Asia, Qinghai-Gansu, Mainland Southeast Asia, South

Asia, and Europe –I will show that my results largely overlap with these five areas, confirm-

ing their existence from the phonological perspective.



Chapter 3

Building the database

3.1 Introduction

This section covers the building process of Phonotacticon 1.0, a cross-linguistic phonotactic

database of 516 Eurasian lects. Section 3.2 explains how I chose the 516 sample lects. Section

3.3 lays out the profile of each lect coded in the database. Section 3.4 explains how this database

is different from an existing database, EURPhon (Nikolaev 2018). Section 3.5 concludes the

chapter and previews how the database will be used for the remaining part of the thesis.

3.2 Lect sampling

The 516 sample lects are the lects listed in Glottolog 4.4 (Hammarström, Forkel, et al. 2021), a

cross-linguistic bibliographical database, that fulfill the following criteria:

• A living spoken “language” (as defined by Glottolog)1;

• whose Macroarea is classified as “Eurasia”; and

• whose “Most Extensive Description” as defined by Glottolog is a “long grammar” (i.e. a

lect that has at least one lengthy reference grammar published); and

• which had at least one appropriate source accessible to me.

The macroarea “Eurasia” as defined here is the same as the Eurasian continent but ex-

cludes most southern Pacific islands typically considered to be part of Eurasia, such as Taiwan

or Borneo. This macroarea is defined by Hammarström and Donohue (2014), whose goal was

“to come up with a list of objectively predefined areas that can be used as normative con-

trols in cross-linguistic work” (p. 185). Their delimitation of macroareas was purely driven

by geographical contiguity (defined by the lack of water body separating landmasses) and

1Sign lects were not included in the database, as they have distinct phonological systems that cannot be
directly compared to spoken phonology.

34
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not by linguistic genealogy or cultural history. Unlike the traditional continental division

between Eurasia and Oceania, the distinction is made between Eurasia, Papunesia, and Aus-

tralia. “Papunesia” refers to the insular Southeast Asia plus Oceania minus Australia. Most

of the southern Pacific islands, such as Taiwan, Borneo, or the Philippines, are classified as

Papunesia and not Eurasia. Hainan, on the other hand, is classified as Eurasia, as it is sepa-

rated only by a very thin strait from continental China. Some islands that are too small to be

reflected in the resolution of Hammarström and Donohue’s study are interpreted as part of a

bigger landmass. For example, Ryukyu islands were too small to be reflected in the resolution

and were grouped together as the Japanese archipelago, even though some Ryukyu islands are

very close to Taiwan.

The distribution of the 516 sample lects is visualized in Figure 3.1, where each color-shape

combination represents a family.

3.3 Phonological profile

Phonotacticon consists of the following phonotactic profile of each of the 516 Eurasian lects:

• Phonemic inventory (segmental)

• Tones

• Onset forms

• Nucleus forms

• Coda forms

Table 3.1 provides an example of the phonological profile of A’ou (Tai-Kadai; Li et al. 2014).

Phoneme p t k q ʔ pʰ tʰ kʰ qʰ d t͡s t͡ɕ t͡sʰ t͡ɕʰ m n ŋ l ɭ f s ɬ ɕ χ h v z ʑ ɣ ʁ
w j a e i ɯ ɔ u ɤ ə o

Tone 55 33 13 31
Onset p t k q ʔ pʰ tʰ kʰ qʰ d t͡s t͡ɕ t͡sʰ t͡ɕʰ m n ŋ l ɭ f s ɬ ɕ χ h v z ʑ ɣ ʁ

w j pl bl vl ml
Nucleus a e i z ɔ u ai ei ui əu aɯ əɯ iu ɤu ia ie iɔ ua iau iəɯ iəu uai

uau uəɯ uei
Coda ∅ n ŋ

Table 3.1: Phonological profile of A’ou

How were the five variables chosen? The first two variables, the phonemic inventory and

tonemes, are arguably the most basic information of a lect’s phonology, as they are present in

most of the phonological databases presented in Section 2.
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Family

Abkhaz-Adyge

Afro-Asiatic

Ainu

Austroasiatic

Austronesian

Basque

Burushaski

Chukotko-Kamchatkan

Dravidian

Eskimo-Aleut

Great Andamanese

Hmong-Mien

Indo-European

Japonic

Jarawa-Onge

Kartvelian

Koreanic

Mongolic-Khitan

Nakh-Daghestanian

Nihali

Nivkh

Sino-Tibetan

Tai-Kadai

Tungusic

Turkic

Uralic

Yeniseian

Yukaghir

Figure 3.1: 516 Sample lects of Phonotacticon

The remaining three variables, onset, nucleus, and coda forms, were selected because they

form the building units of a syllable, which is a concept employed by the majority of the

phonological analyses of different lects (Hulst and Ritter 1999; Goldsmith 2011, cf). Malaia

andWilbur (2020) argue that the syllable is a universal strategy to divide continuous linguistic

information into discrete segments, observable in spoken and the sign modalities alike. As the

syllable is a widely accepted theoretical notion whose reality is supported by neurolinguistic

evidence, it is the most suitable framework to be adopted for a cross-theoretical database like

Phonotacticon.

An alternative to the syllable would be the notion ofword, as many phonological analyses

describe a lect’s phonotactic patterns based on word boundaries, such as word-initial or word-

final consonant clusters, rather than syllable boundaries. But previous works on wordhood do
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not agree on what a phonological or prosodic word is, and many suggest that it is not a cross-

linguistically consistent concept (Dixon and Aikhenvald 2003; Schiering et al. 2010). Thus, it is

more cross-theoretically consistent to unify the variables of the database into syllabic notions

rather than wordhood notions.

3.3.1 Phonemic inventory

The phonemic inventory part of each lect’s profile contains the segmental phonemes of the

lect. Since Phonotacticon is a phonological database and not a phonetic database, it only lists

phonemes as members of the phonemic inventory, excluding its possible allophones.

The challenge of transcribing a phonemic inventory using the International Phonetic Al-

phabet (IPA) is that while a phonemic inventory is a set of combinations of distinctive features,

the IPA is an alphabet representing the articulatory possibilities of human speech. For exam-

ple, the IPA symbol <p> represents the unaspirated voiceless bilabial plosive. While we can

use this symbol to represent the English phoneme /p/, which is a bilabial plosive (which can be

aspirated or unaspirated based on its environment), using the symbol <p> overspecifies this

phoneme in terms of aspiration, as English /p/ can be either aspirated (as in pan [pʰæn] ) or

unaspirated (as in span [spæn]). In this sense, as van der Hulst (2017) puts it, “IPA symbols are

mere shorthand for feature representations” (p. 41) and not equivalent to the feature repre-

sentations. Nevertheless, for pragmatic purposes, every phoneme is defined as a IPA symbol

in Phonotacticon.

Most of the time, a phoneme is described in the consulted literature as having a single

underlying form that can be transcribed as an IPA symbol. But rarely, a phoneme is described

as more than one allophones, without a single underlying form. In such case, any of the

allophones are chosen as the underlying form, normally the one that appears first in the cited

literature. For example, if a phoneme is described as <s/ʃ>, without specifying whether /s/ or

/ʃ/ is the underlying form, then it is transcribed in Phonotacticon as <s>. If there is a form

in isolation, then that form is chosen as the representing segment. An example is Japanese

moraic nasal /N/, which may occur as [nː], [mː], [ɴː], or others depending on phonotactic

context (Iwasaki 2013). /N/ occurs as [ɴː] when it does not precede any segment (e.g. sanさ
ん [sɑ̃ɴː] ‘three’), so I have transcribed it as /ɴː/.

Archiphonemes, phonemes that have other phonemes as its allophones, are generally

treated as equivalent to their allophonic phonemes. Tuvinian archiphoneme /I/ can be re-

alized as /i/, /y/, /ɯ/, or /u/, all of which are phonemic in Tuvinian, based on vowel harmony:

/àtʰ-I/ > [àtɯ] ‘his horse’; /kʰyç-I/ > [kʰyʝy] ‘his strength’ (G. D. Anderson and Harrison 1999,

p. 4). In this case, /I/ is treated as equivalent to the phonemes /i y ɯ u/, without being coded

as a separate phoneme.

Another problem to be addressed is the xenophone, a phoneme that only occurs in loan-

words. The main complication is that the status of a xenophone can vary from fully nativized
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to extremely marginal and it can sometimes be difficult to judge whether a xenophone is truly

a part of a given lect’s phonology. As I have mentioned in Section 2.2, some xenophones

are indistinctively part of a lect’s phonology, such as German /ʒ/, while some xenophones

are distinctively foreign, such as German nasal vowels, which remain unstable and are often

replaced by native phonemes (Wiese 2000, p. 12). Thus, whether a xenophone forms a part

of the phonology of a lect is essentially a grey area, leaving me with the question of which

xenophones to record in the database and which ones to leave out.

In Phonotacticon, I have included the xenophones as part of the phonemic inventory (and

consequently, part of the onset, nucleus, or coda forms) if they are considered to be an integral

part of a lect’s phonology by the consulted literature. This is mostly inferred from how general

a statement is regarding the status of xenophone within a lect’s phonology. For instance,

if a grammar simply writes “X is a phoneme of this lect” or lists it in within the phonemic

inventory table, then I take that to mean that that grammar considers X to be an integral part

of the phonemic inventory. On the other hand, if the grammar writes a statement in the lines

of “in addition to the above-listed phonemes, X only occurs in some loanwords”, then I assume

that the grammar does not consider it to be an integral part of the phonology. As ambiguous

this strategy of tone-reading can be, it is arguably an appropriate approach to the status of

xenophones which is by nature ambiguous. Furthermore, I have excluded xenophones that

occur only in certain varieties of the lect and/or freely variable with native phonemes, such as

the German nasal vowels.

Phonemes that are used by only a portion of the whole speaker population of a given lect

were excluded as well, only including phonemes that are used by all or most speakers. An

exception to this rule is that phonemes used by the older generations but not by the younger

generations were included, due to the fact that younger generations generally reflect the on-

going change of a lect and it is not appropriate to fully reflect an ongoing change as if it were

already complete.

In case where the source describes a sociolinguistic distinction between prescriptive, “edu-

cated” speech and real-life, “colloquial” speech, I generally chose the latter as better reflecting

the phonology of a given lect.

When transcribing the phonemes based on a reference grammar, I rely first and foremost

on the articulatory description of that phoneme rather than its orthographic transcription. If

a phoneme is transcribed as <c> but described as “voiceless palatal affricate”, then I transcribe

it as /c͡ç/ (which is the voiceless palatal affricate) rather than the verbatim /c/ (which is the

voiceless palatal stop).

All transcribed phonemes are those found in the PanPhon database (Mortensen et al. 2016,

as of 23 July 2020). In other words, phonemes that are not found in PanPhon are transcribed in

a way that fits PanPhon. This is especially important for the case of diphthongs, as PanPhon

does not include diphthongs (or triphthongs) as independent segments, even though some

grammars argues that a diphthong forms an independent phoneme in the described lect. Even
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if a diphthong phoneme of a lect consists of two vowels that are not found as monophthongs

in that lect, those two vowels are nevertheless listed as individual phonemes, contrary to the

grammar’s description. For example, if a grammar describes a lect as having /ɛ͡ɪ/ as a diphthong

phoneme while not having /ɛ/ or /ɪ/ as monophthong phonemes, I still listed /ɛ/ and /ɪ/ as

phonemes instead of /ɛ͡ɪ/.

This approach is beneficial to the database, since it not only allows it to be compatible with

PanPhon, but also because it avoids the highly controversial nature of status of diphthongs as

individual phonemes. For example, whether diphthongs in a given lect constitute individual

phonemes or are combinations of two vowel phonemes is a matter of debate (Pike 1947; Berg

1986; Eliasson 2022) and is thus highly subject to theoretical bias. By listing all diphthongs

as combinations of monophthong phonemes, I can make all the vowel phonemes compatible

with PanPhon and allow cross-linguistic analysis, albeit at the sacrifice of favoring one theo-

retical approach to diphthongs over another. Moreover, regardless of the phonemic status of

diphthongs and triphthongs, they are still listed in the nucleus part of the database, so there

is no sacrifice at the descriptive level.

Exceptionally, I have made the following changes to PanPhon:

• The features [hitone] and [hireg] were excluded, since they only pertain to tones and

not segments.

• I have included prenasalized and preaspirated segments, as these concepts are employed

by quite a few grammars but absent in PanPhon. Their features are identical to the nasal

and aspirated equivalents, except that prenasalized segments are assigned 0 value to the

[nasal, sonorant] features and preaspirated segments are assigned 0 value to the [con-

stricted glottis] feature. The prenasalized consonants are transcribed with <n> followed

by a segment (<nb>, <nd>), whereas preaspirated consonants are transcribed as <h> fol-

lowed by a tie bar and a segment (<h͡p>, <h͡t>).

• I have included the fortis (or tense) counterpart of all consonants, transcribed by the

segmented followed by a small plus sign, as this concept is employed in works on Korean

(Lee 2021), Swiss German (Fleischer and Schmid 2006), or other lects but not present in

PanPhon. The feature of each fortis consonant is identical to its non-fortis counterpart,

except that its [tense] feature is 1 and not 0.

• Some segments that I judge to be missing as accidental gaps were added. For example,

/t͡sʼʷː/ was absent in PanPhon, even though /t͡sʼː/ and /t͡sʼʷ/ were present. As such cases

are clearly gaps created by mistake, I added such segments in with appropriate feature

values.

The revised version of PanPhon is available at doi.org/10.5281/zenodo.10623743.
In some cases, a source may specify only a certain class of segments as part of a permissible

sequence of phonemes. For example, the source may indicate that a plosive plus a liquid may
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form an onset cluster, without specifyingwhether all logically possible combinations of plosive

+ liquid are permitted in the onset position. In such cases, I have used the capital letters to

describe the permitted sequencewithout specifying the segments: PL for plosive (P) plus liquid

(L).

Table 3.2 show the capital letters used to represent underspecified segments and how they

are defined in terms of features and/or graphemes. <j, w, ɥ, ɰ> means any segment including

any one of these graphemes in its IPA symbol. !<h, ɦ> means any segment not having these

graphemes in its IPA symbol. Other than V, which stands for vowels, all the capital letters rep-

resent consonants or glides: N refers to nasal consonants and glides only, excluding nasalized

vowels.

Symbol Class Features Graphemes

B Bilabial [+cons, +lab]
C Consonant [+cons]
Č Affricate [+cons, +delrel, -son]
D Oral [-nas, -syl]
F Fricative [+cons, +cont, -son]
G Glide <j, w, ɥ, ɰ>
K Coronal [+cons, +cor]
Ł Lateral [+cons, +cor, +lat]
L Liquid [+cons, +cont, +cor, +son]
M Geminate [+cons] identical to the previous
N Nasal [+nas, -syl]
P Plosive [+cons, -cont, -delrel, -son]
R Sonorant [+cont, +son, -syl] !<h, ɦ>
S Sibilant [+cons, +cont, +cor, -son]
T Obstruent [+cons, -son]
V Vowel [-cons, +cont, +son, +syl]
W Voiced [-syl, +voi]
X Voiceless [-syl, -voi]
Z Continuant [+cont, -syl]

Table 3.2: The underspecified segments

Many grammars published in China that describe monosyllabic lects do not describe the

lect’s phonemic inventory in terms of segmental phonemes but rather in terms of initials
(shengmu 聲母) and finals (yunmu 韵母), which correspond to onsets and rhymes. When

consulting such grammars, I have interpreted the description in terms of phonemes. For ex-

ample, if a grammar of a lect describes it as having initials /p-, t-, k-/ and finals /-a, -i, -u, -an,

-in, -un/, I have interpreted that as a phonemic inventory of /p, t, k, n, a, i, u/.

All geminates are considered to be consonant sequences and not independent phonemes

unless the literature explains why they are independent phonemes.
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3.3.2 Onset, nucleus, and coda forms

The onset, nucleus, and coda sections of Phonotacticon will describe the possible onset, nu-

cleus, and coda forms of a given lect. They will consist of phonemes listed in the phonemic in-

ventory section, as singleton phonemes or a sequence of phonemes. An exception is the oblig-
atory epenthetic phones, which may not be present in the phonemic inventory section but

may be present in the onset, nucleus, or coda sections. For example, Bantawa (Sino-Tibetan)

does not have a glottal stop as a phoneme, but does have it as an epenthetic phone to fill in the

obligatory onset slot (Doornenbal 2009). In this case, <ʔ> was transcribed in the onset section

of Bantawa. Epenthetic phones that are only optionally inserted were not included. The null

onset and the null coda are represented as <#> in the onset and the coda sections.

Some grammars list word-initial, word-medial, and word-final consonant clusters instead

of consonant clusters in onset and coda position. In such case, I interpret the data as follows:

• Word-initial clusters are interpreted as onset clusters.

• Word-final clusters are interpreted as coda clusters.

• Word-medial clusters are interpreted as onset consonants, coda consonants, or the mix-

ture of both. If the grammar does not state the syllable boundary that divides a word-

medial cluster, I locate the syllable boundary according to the following principles:

– If a cluster occurs word-initially or word-finally, then I favor the interpretation

that it also exists in a word-medial cluster. For example, if /lp/ occurs word-finally,

then the medial cluster /lpt/ is interpreted as /lp.t/, instead of /l.pt/, given that /pt/

does not occur word-initially.

– If a medial cluster does not contain sequences that appear as initial clusters or

final clusters, then I favor the interpretation that reflects the sonority sequencing

principle (Clements 1990). The sonority sequencing principle is here defined as

the normative sequence of vowel > glide > liquid > nasal > obstruent in relation

to the vicinity to the nucleus. For example, if /lp/ does not occur word-finally

and /pt/ does not occur word-initially, then the medial cluster /lpt/ is interpreted

as /lp.t/ rather than /l.pt/, because /Vlp/ reflects the sonority sequencing principle

(vowel - liquid - obstruent), whereas /ptV/ does not (obstruent - obstruent - vowel).

Not reflecting the sonority sequencing principle is preferred to violating it: For

example, /mmp/ is interpreted as /mm.p/, since /Vmm/ does not reflect but does

not violate the sequencing principle (vowel - nasal - nasal), whereas /mpV/ violates

it (nasal - obstruent - vowel.

– If a medial cluster contains both an initial cluster and a final cluster, or if a medial

cluster does not contain sequences that appear as onset or coda, and if multiple

possible interpretations reflect the sonority sequencing principle, then I resort to
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the maximal onset principle (Kahn 1976), favoring complex onsets over complex

codas. For example, if /pl/ is an initial cluster and /lp/ is a final cluster, /lpl/ is

interpreted as /l.pl/, instead of /lp.l/.

– For triconsonantal or longer medial clusters, I apply the maximal onset principle

within the length of the initial cluster. For example, for a medial cluster /lpml/,

I can divide it into /l.pml/ if a three-consonant cluster is attested word-initially.

But if only two-consonant clusters are attested as onset, I can only divide it into

/lp.ml/.

– Some works (such as Riad 2013) only list the word-initial and word-final clusters

and do not list word-medial clusters. In such cases, I interpret the word-initial and

word-final clusters as the same as onset and coda clusters.

In some cases, a given set a phonemes may be described as permitted in a given position

of a sequence. For example, a source may indicate that /p t k s/ may precede /l r w j/ to form

a biconsonantal onset cluster, without specifying whether all the 4 * 4 = 16 logically possible

combinations are actually attested. In such cases, I have used square brackets to denote any
one of the phonemes within this bracket: [ptks][lrwj] to mean any one of /p t k s/ followed by
any one of /l r w j/.

If a consonant is described as occurring word-initially or as an onset, then I assume that it

can occur alone as a single onset. Technically, this may not be always the case, as a consonant

may occur word-initially in the onset position as the initial part of a cluster and not on its

own (for example, /s/ occurring in /spV/ only and not in /sV/). But unless stated otherwise, I

assume that its occurrence in word-initial or onset position implies its occurrence as a single

onset. The same rule applies for word-final and/or coda consonants.

Often, a grammar does not mention whether an onset is obligatory in a syllable. If I detect

at least one syllable without an onset, then I judge that that language does not oblige an onset.

If the literature does not mention syllabic consonants, then I assume that the syllable re-

quires at least one vowel.

3.3.2.1 Allophonic variation

A phoneme is only listed at a position of a syllable when it is distinctive in that position, i.e.

not neutralized with another phoneme. For example, Korean /t/ and /s/ neutralizes in coda

position as [t̚]. One could say that the Korean /s/ is present in coda position, realized as its

allophone [t̚]. But because it is not distinctive with /t/ in that position and [t̚] is phonetically

closer to [t] than it is to [s], I have listed /t/ as a possible Korean coda but not /s/.

3.3.2.2 Other rules on segmental transcription

• Dental consonants are transcribed with the dental diacritic (e.g. /t̪ d̪/) only when it is

minimally contrastive with alveolar correspondents. Otherwise they are transcribed
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without the dental diacritic (e.g. /t d/).

• Quite often, <r> is presented as a “liquid” consonant without any specification about its

manner or place of articulation. In the absence of additional details, I transcribe it /r/.

• The two vowel symbols <ɿ> and <ʅ> that frequently appear in grammars written in

China are interpreted as syllabic consonants /z̩/ and /ʐ/̩, respectively.

• The alveol-palatal nasal, transcribed as <ȵ> in grammars written in China, are tran-

scribed as the palatal nasal <ɲ> unless it is contrastive with the palatal nasal.

• Some grammars (e.g. Gowda 1968) treat vowel nasalization as a suprasegmental phoneme

rather than treating nasal vowels as phonemes. For theoretical consistency, I have in-

terpreted all such cases as independent nasal vowel phonemes.

• Often, a source describes a diphthong as a VV or a GV/VG sequence without specify-

ing whether it occurs within the nucleus or crosses the onset-nucleus or nucleus-coda

boundary. Unless stated otherwise, I assume that the segments transcribed as vowels,

such as /i/ in /ia/ or /ai/, occur within the nucleus, while the segments transcribed as

glides, such as /j/ in /ja/ or /aj/, occur in onset or coda position.

• Arabic “emphatic” consonants are transcribed as pharyngealized (<Cˤ>) unless specified

otherwise.

• Voiced aspirated obstruents (/bʰ dʰ ɡʰ .../) are transcribed as breathy obstruents (/b̤ d̤ ɡ̤

.../).

3.3.3 Tonemes

Tones are transcribed in capital letters (H, M, L, F, R, or any combination of these) or Chao

letters (1 to 5 or any combination of these). For example, a high rising tone may be transcribed

as HR in capital letters or 35 in Chao letters. If a grammar employs Chao letters, then the

Chao letters are transcribed verbatim in Phonotacticon. If a grammar uses other means of

description, then the tones are transcribed in capital letters. If a lect has no tones, then the

absence of tones is marked with <->.

As a rule, the tones are transcribed in terms of pitch (level or contour) unless a toneme

is not distinguishable by pitch only. A toneme often has acoustic cues other than pitch, such

as length and phonation. Only when two tonemes are only distinguished by non-pitch cues

have I transcribed the non-pitch information in Phonotacticon: <ˀ> for creaky voice, <C> for

checked tones, and <ʰ> for aspiration. For example, Burmese tones are transcribed as L (low),

Hˀ (high creaky), and Hʰ (high aspirated) (based on Jenny and Hnin Tun 2016).
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In some cases, a tone may be described as more than one allotones, rather than one single

underlying form. In those cases, the allotones are transcribed and separated by slashes. For

example, the three tones of Asho Chin are transcribed as <55, 44, 22/11> (based on Zakaria

2018).

Many grammars of atonal lects do not specifically mention the absence of tone. If the cited

literature does not mention tone, then I assume that the lect has no tone.

3.3.4 Bibliographical sources

The database includes the bibliographical information of the source consulted for each lect’s

profile. The sources are either the “long grammars” as defined by Glottolog 4.4 or any other

source I deem relevant and accessible. The accessibility issue includes language barrier as

well. In most cases, including when the sources were written in French, German, Japanese, or

Chinese, this was not a concern, as I could read those lects. In some cases when I could not

read very well the lect a source was written in, such as Russian or Finnish, I read it with the

aid of machine translation.

3.3.5 Note

In cases where further clarification is needed regarding how I retrieved the information from

the cited source, I have left a brief note in plain words in addition to the phonotactic profile.

3.4 Difference from EURPhon

Although Phonotacticon 1.0 is similar to EURPhon (Nikolaev 2018), introduced in Section 2.4.2,

the two databases differ in several regards, namely:

• EURPhon contains the phonotactic constraints on word boundaries (word-initial clus-

ters and word finals), whereas Phonotacticon contains the phonotactic constraints on

syllabic components (onset, nucleus, and coda);

• EURPhon does not contain coda clusters or word-final clusters; and

• EURPhon does not specify syllabic consonants when a sample lect has any.

3.5 Summary

In this chapter, I have introduced the making of Phonotacticon 1.0, a phonotactic database of

the Eurasian macroarea. It is the first database containing the possible onset, nucleus, and

coda forms of hundreds of lects.
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In Chapter 4, I will introduce some visualizations generated from Phonotacticon and dis-

cuss areal patterns observable from them. In Chapter 5, I will use the whole database to cal-

culate the phonological distance between the sample lects.



Chapter 4

Descriptive visualizations

So far, I have introduced how Phonotacticon 1.0 has been developed. Considering that it is

the first database containing the possible onset, nucleus, and coda forms of a sizeable number

of lects, I would like to present the possibilities this database can bring. In the following sec-

tions, I introduce some visualizations generated from Phonotacticon and discuss areal patterns

observable from them. The visualized parameters are some of the most basic quantifiable in-

formation retrievable from the database, such as the length of segments within a syllable or

the number of tones, and thus worthy to be briefly introduced here.

4.1 Syllable length

In this section, I will visualize the distribution of syllable length in Eurasia. By syllable length

I mean the number of segments (phonemes or epenthetic phones) that fill in the one of these

three slots. For example, English permits up to three consonants in its onset position (/strit/
street, /splæʃ/ splash), three vowels in its nucleus position (/faɪə/ fire, /aʊə/ hour), and four

consonants in its coda position (/teksts/ texts, /ɡlɪmpst/ glimpsed) (Gut 2009). English, and

European lects in general, allow longer onsets, nuclei, and codas compared to other lects in

theworld. HokkaidoAinu, for instance, allows only one segment in each of the three positions,

its maximal syllable being CVC (Tamura 2000, p. 21).

To my knowledge, Maddieson (2013) is the only work so far to have provided a typologi-

cal overview on syllable length. Maddieson divided 486 lects worldwide into three categories

based on their syllabic complexity: Simple (maximal syllable is CV), moderately complex (max-

imal syllable is CCVC where the onset CC is stop + glide or stop + liquid), and complex (onsets

can be clusters other than stop + glide/liquid and codas can be complex). He reports that

ca. 56.% of the sample lects have a moderately complex syllable structure, ca. 30.9% have a

complex syllable structure, and ca. 12.5% have a simple syllable structure. His data shows

that within Eurasia, East and Southeast Asian lects tend to allow moderately complex syllable

structures, whereas complex syllable structures dominate elsewhere.

Maddieson’s overview based on a ternary division based on syllable length, while by itself

46
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Figure 4.1: Maximal length of an onset in each lect

helpful, calls for a further analysis with finer resolution. The following figures will provide

such an analysis based on gradient values of onset, nucleus, and coda lengths.

Figure 4.1 shows the maximal length of an onset in the sample lects, in terms of the num-

ber of the phonemes allowed. What is the most evident is that Eurasia is largely divided into

three areas: North and Northeast Asia generally only permit singleton onsets, with the no-

table exception of the Qinghai-Gansu linguistic Area (J. Janhunen 2006; Dwyer 2013; Xu 2017;

C. Zhou 2020, cf); South and Southeast Asia generally permit up to bisegmental onsets; and

Europe generally permit up to triconsonantal onsets. The Middle East seems to be the most

diverse without a dominant upper limit.

As the onset is optional in some lects, the minimal length of onset can be either zero or

one segment in a given lect. Figure 4.2 shows the minimal number of onset in each lect, which

is either one or zero. We see that the minimal onset length of one, or the obligatory onset,

is mostly present in the Mainland Southeast Asian linguistic area (Enfield 2018; Vittrant and

Watkins 2019; Sidwell and Jenny 2021b, cf) and the Middle East. All sample lects that mandate

an onset in a syllable use the glottal stop [ʔ] as the filler segment to fill in the gap of a syllable

that would otherwise lack an onset. [ʔ] may or may not be a phoneme in such lects.

Note that even the lects that do not have an obligatory onset filler may have a non-

obligatory filler. English, for example, can insert /ʔ/ in the word-initial position, but it is

certainly not obligatory (occurring about 50% of the time in British English, according to Fuchs

2015). Furthermore, the glottal stop is normally not inserted in word-medial onsets (e.g. A. I.
[(ʔ)ɛɪ.ɑɪ] and not *[(ʔ)ɛɪ.ʔɑɪ]).

Figure 4.3 shows the maximal length of nucleus in each of the Eurasian lects. We see that

South, Southwest, and Central Asia tend to not allow complex nuclei, whereas in other areas,
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Figure 4.2: Minimal length of an onset in each lect

3

3

1

1

22

1
3

2

2

1

2

2

3

1

1

1

1

1

1 2

12

2

1

2

1

3

3

2
3

1 2

1

1

3

1

32

2

2

2

1

2

2

2

2

3

3

1

1

1

12

2

1

1

2

1
2

3

2

2

2

1

2 1

1

22 1
12

2

1

1

1
1

12

3

3

2

1 2
1

1

2
2

22
2

2

3

2

3

22 1

2

2

2 2

2
1

1
3

2

1

2

1

1

2

2

2

2

1

1

1

1

3

1

2

1
2

1

2

2

1

3

3
2

1

2

2

2

1

1

12

2

1

1

1

2

1

2

3

2

1

1

2

2

22

3

1

1

2

2 3

2

1

1

1

2

12

1

2

1

2

12

3

1

2 2

1
1

11

2

1

1

1

1

23

1

2
2

1

1

1
2

2

1 2

1
3

2

2

1

3

1

1

2

3

2

2

1

1

1

1

1
21

11

2

2

3

1

13

2
12

2

2

2

3

1

12
1

1

2

1

2

1
2

3
3
2

2

2

1

2

2

3

1

1

2

2
2

3

2

1

2

2
1

2

12

1

1

1 2

2

1

2

2

2

2

1

2

3
2
3

2

1

1

1

3

1

2
2

2

2

1

1

32

1

2

3

2

2

2

2

1

2

2

3

1

2

2
3

2

1

2

22

1

2
2 2

2

1

1
2

2

2

2
12

2

1

2

1

1

3

3

1

1

1
2

1

2

1

1

2

1
2

1

2

2

1

2

2

2

3
3

2

1

1

1

1

1

1

3

32

2

2

1

1

2

1

1

2

2

1221

1

1

3

1

3

1

2

1

1

1

1

1

2

12

1

1

1

2

1
2

1

1

22

2

1

21
2

2

1

1

1

2

3

2 22
2

2

2

2

1

2

2 22
2

11
2

1

2

Figure 4.3: Maximal length of a nucleus in each lect
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Figure 4.4: Maximal length of a coda in each lect

diphthongs or even triphthongs are common. Note that lects that only permit monosegmental

nuclei may also have phonetic diphthongs if glides appear in their onset or coda position. For

instance, according to Bauer and Benedict (1997, p. 57), Cantonese diphthongs are not analyzed

as vocalic sequences within a nucleus but rather a vocalic nucleus followed by a consonan-

tal coda, based on the short duration of the offglides [j] and [w]. Adding to this argument,

we can also argue for the nucleus-external hypothesis based on phonological grounds: if the

Cantonese diphthongs were nucleus-internal, then it would be difficult to explain why they

are not followed by a coda (i.e. *[VVC]). Given the fact that Cantonese only allows one seg-

ment as a coda, the impossibility of an offglide and the coda consonant coexisting favors the

explanation that offglide is a coda itself.

Figure 4.4 shows the maximal length of a coda in each lect. The distribution is very similar

to the distribution of maximal onset length shown in Figure 4.1: European lects allowmultiple

(as long as six) codas, Southwest and South Asian lects allow up to two, and East Asian lects

allow only one. The main difference between onset length and coda length distributions is

that Southeast Asian lects do not allow complex codas and that several lects in Southwest

China are coda-less, not allowing any coda at all. In sum, we observe a general correlation

between onset length and coda length in the Eurasian macroarea, which both tend to increase

westwards.

To confirm the visual observation that the maximal lengths of onset and coda tend to be

longer in western Eurasia compared to eastern Eurasia, I have tested whether the maximal

onset and coda lengths are correlated with the longitude of the Eurasian lects. First, it is

necessary to test the spatial autocorrelation, as geographically neighboring lects may have

similar phonotactic patterns. I identified the geographical neighbors of each lect, defined by
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Category Moran I statistic Expectation Variance p

Onset 0.0459892 -0.0023202 0.0000345 < 0.001
Coda 0.3413282 -0.0023202 0.0000345 < 0.001

Table 4.1: Moran’s I

Category Intercept Coefficient SE p

Onset 2.414 -0.008 0.001 < 0.01
Coda 2.775 -0.012 0.001 < 0.001

Table 4.2: Spatial regression of longitude and onset/coda length

lects whose coordinates are within 1,500km distance. This distance threshold leaves no sample

lect without any neighbor. I then created a weight matrix and assign the value of 1 to each

neighboring lect pairs and the value of 0 to each non-neighboring lect pairs. Based on this

weight matrix, I performed the Moran’s I test (Table 4.1) to test the spatial autocorrelation,

which confirms that both onset length and coda length are areally clustered (p < 0.001). Finally,

based on the spatial lag model, I performed spatial regression to test the correlation between

longitude of the lects and their onset/coda length. The results (Table 4.2) show that both onset

and coda lengths are correlated with longitude. This confirms the visual observation that the

maximal onset length and the maximal coda length grow as one goes westwards in Eurasia.

Other than geographical coordinates, it is worthwhile to compare the maximal length of

onset/nucleus/coda based on language families. Figure 4.5 shows the average maximal length

of onset, nucleus, and coda per each family. We see that generally, language families in west-

ern Eurasia, such as Indo-European and Afro-Asiatic, allow more segments per syllable than

language families in eastern Eurasia, such as Tungusic and Sino-Tibetan.

4.2 Syllabic consonants

In all the sample lects, and perhaps universally, the minimal nucleus length is one segment, as

a syllable by definition requires at least one segment to form its nucleus. Some lects, however,

do not require a vowel in its nucleus position, as they allow consonants to form the nucleus.

Consonants that form the nucleus are known as the syllabic consonants.
Figure 4.6 shows the distribution of lects that allow a syllabic consonant as its nucleus

(blue circles) and those that do not (red crosses). We observe that syllabic consonants are

generally permitted at the two extremes of Eurasia: In East and Southeast Asia and (to a much

lesser degree) in Europe. Although not shown in the visualization, the phonotactic patterns

of the syllabic consonants in these two areas also tend to differ. In East and Southeast Asia,

syllabic nasals tend to occur as monosegmental syllables, such as Yue Chinese m4 唔 [m̩21]

‘not’, and syllabic fricatives tend to occur only after homoorganic fricatives, such as Mandarin
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Figure 4.5: Average maximal length of onset by family

Figure 4.6: Syllabic consonants
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Figure 4.7: Number of singleton codas

Chinese sì四 [sz̩51] ‘four’. In European lects, however, syllabic consonants have relatively less

phonotactic restriction and can occur after a wider range of onsets, such as English button
[bʌ.ʔn̩] or German Vogel [fo.ɡl̩] ‘bird’.

The permitted syllabic consonants are mostly nasals and sometimes liquids or fricatives.

This is an unsurprising result confirming that more sonorant segments tend to appear in the

nucleus position.

4.3 Number of singleton codas

In Section 4.1, we saw that the maximal coda length varies across Eurasia. Codas are often

limited not only quantitatively, but also qualitatively, as many lects only allow a subset of their

phonemes to appear in the coda position. Although many lects also ban certain phonemes

from the onset position as well, restriction in the coda position tends to be much stronger. For

example, Mandarin Chinese only allows /n ŋ/ as codas, while allowing all consonant phonemes

but /z ŋ/ as onsets.

Figure 4.7 visualizes the types of singleton consonants that can appear as coda, i.e. the

types of mono-consonantal codas. (The sample lects are limited to those that have full in-

formation of singleton codas, i.e. excluding those whose singleton codas are underspecified

as <C> in the database.) It shows that in the lects of East Asia and Southeast Asia, the coda

is limited not only in terms of length but also in terms of the number of permitted conso-

nants. Typologically, nasals and plosives, and glides are the most common consonants as

coda, whereas liquids, fricatives, affricates are less common.
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Figure 4.8: The number of tones per lect

4.4 Number of tones

Maddieson’s (2013c) survey of 526 lects worldwide reveals that 220 of them are tonal. Among

these tonal lects, 132 have a “simple tone system” with only two tones. The remaining 88 have

a “complex tone system” with three or more tones. His data shows that tonal lects are most

heavily present in Sub-Saharan Africa and Mainland Southeast Asia. Complex tone system

(with three or more tones) are the majority in Mainland Southeast Asia, unlike in Sub-Saharan

Africa, New Guinea, or the Americas, where simple tone systems are numerous as well.

Figure 4.8 shows the number of tones per Eurasian lect. The largest number of distinctive

tonemes is ten, e.g. in Cao Miao (M. Wu 2015), and the lowest number is one, e.g. in Swedish,

where the tonal distinction is privative, i.e. between the lexical tone and its absence (Riad

2013). It is easily observable that tones are a strongly areal phenomenon, concurring with

Maddieson (2013). Most tonal lects are distributed in Mainland Southeast Asia and China

(with the notable exceptions of the Qinghai-Gansu linguistic area, Cambodia, and southern

Vietnam). Within this area, the Guangxi province has the highest number of tones, the max-

imal number being ten. Elsewhere, tones are only sparsely present, with at most two tones.

From this uneven distribution, we can know that tonogenesis (the emergence of tones) is

highly prone to areal pressure, even though it can happen in non-tonal environments (e.g. in

Swedish).

It is worth noting that Korean, while depicted as atonal on Figure 4.8, retains its tones

inherited from Middle Korean in certain varieties (notably the Southeast variety), while the

Seoul variety is currently going through Tonogenesis (Kang and Han 2013). In the light of

the distribution of tones in East Asia, we can hypothesize that Korean tonogenesis may be
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motivated by areal pressure from Sinitic and Japonic.

4.5 Summary

In this section, I have shown how a number of phonological patterns vary across Eurasia.

Crucially, different phonological patterns show different areal distributions: The distribution

of tones (§4.4), for example, is not identical to the distribution of syllabic consonants (§4.2). It

is therefore helpful to shed light on each one of the phonological patterns to understand their

diverse areal shapes.



Chapter 5

Overall phonological distance

5.1 Overview

In the previous chapters, we have seen some interesting visualizations generated from Phono-

tacticon. They are some of the various ways the database may be used for. My doctoral

research’s primary objective is, however, to calculate the distance between the phonological

profile between lects.

How close is English phonology to French phonology? Is the phonological distance be-

tween English and French closer than the phonological distance between English and Man-

darin Chinese? Surely, there are many phonological features that English and French have

in common but not shared by Mandarin, such as complex onsets, voiced plosives, obstruent

codas, and stress-timing. Mandarin also has phonological characters that distinguish it from

both English and French, such as lexical tones, retroflex consonants, and syllabic consonants.

But how can we quantify these featural differences to compare one distance to another?

The goal of this chapter is to quantify the phonological distance between different Eurasian

lects to compare the distance between a pair of lects to the distance between another pair. The

ultimate goal is to detect phonologically similar lects within Eurasia to see if they form areal

patterns.

Section 5.2 shows the whole process of measuring structural phonological distance. Sec-

tion 5.3 uses Grambank (Skirgård et al. 2023), a morphosyntactic database to calculate the

morphosyntactic distances between Eurasian lects and compare them to the phonological dis-

tances. Section 5.4 compares the phonological distances and morphosyntactic distances to

genealogical relatedness, defined as the number of shared genealogical layers between two

lects of the same family. Section 5.5 concludes.

55
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5.2 Measuring phonological distance via Phonotacticon

In Section 2.5, we have seen variousmethods to calculate interstructural phonological distance.

In this section, I will present a novel methodology to analyze the phonological distances be-

tween Eurasian lects by using Phonotacticon 1.0. It is somewhat similar to Nikolaev’s (2019)

methodology (§2.5.6) in that it measures the distance between two sets of sounds based on

the distances between each sound in one set and its featurally closest sound in the other set.

The crucial difference lies in that Nikolaev’s (2019) distance measure is between phonemic

inventories, while the following analysis measures the distance between onset, nucleus, and

coda sequences, as well as the numbers of tones. This allows us to calculate the distance be-

tween different phonologies based not only on what phonemes a lect has, but also on what

phonemes can appear where within a syllable in relation to other phonemes. For example, a

inventory-based method cannot capture the difference between a lect having /ʔ/ only as an

onset, a lect having it only as a coda, and a lect having it in both positions. The syllable-based

method employed here can help overcome that limitation.

5.2.1 The data

The data consists of each lect’s phonological sequences in the onset, nucleus, or coda position,

which are one or more phonological segments that belong to the phonemic inventory of the

lect. For example, /spl/ is an onset sequence of English, composed of three segments: /s/, /p/,

and /l/.

For computational purposes, lects that are described with underspecified segments (such

as “P” for plosives) or sequences with brackets (such as [ptk][lr] for any sequence with /p/, /t/,

or /k/ as the first segment and /l/ or /r/ as the second segment) go through a conversion into

segmental information. For example, a lect that has “P” as a possible onset goes through the

process of converting “P” into all plosive phonemes it has. A lect that has [ptk][lr] as a possible

onset sequences goes through onverting [ptk][lr] into all the logical possible combinations, i.e.

/pl pr tl tr kl kr/.

I excluded sample lects that have sequences including more than two consecutive “C” sym-

bols (representing “consonant”), such as CC or CCC (henceforth CC). This is because such

transcriptions would lead to too many possible sequences. For example, one of the English

coda sequences is /CCCs/. Obviously, not every logically possible triconsonantal clusters plus

/s/ exists in English: It would be absurd to claim that /ssss/ is a possible coda in English. Thus,

lects whose sequences include consecutive C’s were excluded.

Indeed, sequences using other underrepresentated segments can also generate sequences

that do not actually exist in a given lect. For example, Daman-Diu Portuguese (Cardoso 2009)

has PL coded as a possible onset sequence, as the source didn’t specify whether all the logically

possible combinations of the plosives and liquids of its phonemic inventory are present as

onset sequences, such as /tl/ or /kl/. But even if these sequences that do not actually exist in
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a given lect are generated, they are more tolerable than onset sequences coded as CC in other

lects, as CC would normally generate far more sequences than PL, which would naturally

include far more falsely generated sequences. For example, Amur Nivkh (Gruzdeva 1998) has

an onset sequence coded as CC, and as it has 32 consonants, its CC would generate 32 * 32

= 1024 sequences. On the other hand, as Daman-Diu Portuguese has six plosives and two

liquids, its PL sequence only generates 6 * 2 = 12 sequences. If a fifth of all the sequences

generated from CC in Amur Nivkh or PL in Daman-Diu Portuguese were false, CC would

generate approximately 204 false sequences whereas PL would only generate approximately

two. As C refers to “any consonant” whereas other underspecified segment symbols (other

than V for “vowel”) refer to “specific types of consonants (including glides)”, it follows that CC

would generate far more sequences, and therefore far more falsely generated sequences, than

other underspecified sequences. Moreover, the falsely generated sequences from sequences

coded as are phonologically not so distinct from rest of the PL sequences, as they refer to

specific subsets of consonants (i.e. plosives and liquids) whereas CC refers to a sequence of

any two consonants. For example, even if Daman-Diu Portuguese didn’t actually have /tl/ or

/kl/, these two falsely generated sequences are not phonologically distant from other plosive-

liquid sequences that are attested in the source, such as /tr/ or /kr/, compared to what CC

would generate in Daman-Diu Portuguese if it had an onset sequence coded as CC, such as

/vf/ or /nʃ/.

Likewise, lects that have bracketed segments with too many members were excluded. For

example, one of the possible onsets of Czech is [pbfvmtdszncɟʃʒɲkɡxhlrr̝j][pbtdɡfvszʃʒxjrr̝lmnɲ].

This means any biconsontal sequence whose first member is any one of the 23 segments within

the first brackets followed by any one of the 19 segments within the second brackets. As this

would generate 437 logically possible sequences, including many onset sequences that do not

exist in Czech (such as /pb/, /bt/, or /fm/), it would be overly problematic. All sequences involv-

ing ten or more segments within brackets followed by ten or more segments within brackets

were excluded.

While a lect having some of its sequences coded as CC or a combination of ten or more

bracketed segments is a completely arbitrary variable totally dependent on how its source

describes it, given the large number of sample lects, excluding a relatively small number of

sample lects that happen to include CC or a sequence of ten or more bracketed segments does

not substantially effect the analysis as a whole, whose primary goal is to detect areal patterns

across Eurasia rather than focusing on individual lects. Approximately a fourth of the sample

lects were excluded for having either CC or a sequence of ten or more bracketed segments.

5.2.2 Measuring the distance between sequence

In this section, I will show how I measure the distance between two sequences, e.g. between

/pl/ and /spl/.
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Feature t p gap

syl -1 -1 0
son -1 -1 0
cons 1 1 0
cont -1 -1 0
delrel -1 -1 0
lat -1 -1 0
nas -1 -1 0
strid 0 0 0
voi -1 -1 0
sg -1 -1 0
cg -1 -1 0
ant 1 1 0
cor 1 -1 2
distr -1 0 1
lab -1 1 2
hi -1 -1 0
lo -1 -1 0
back -1 -1 0
round -1 -1 0
velaric -1 -1 0
tense 0 0 0
long -1 -1 0

Sum 5

Table 5.1: The Saporta distance between /t/ and /p/

In order tomeasure the distance between sequences, it is necessary tomeasure the distance

between segments. In measuring the segmental distance, I employ Saporta’s (1955) method,

henceforth referred to as the Saporta distance. The Saporta distance is the Manhattan distance

between the two vectors of featural values, each of which may be of 1 (positive), -1 (negative),

or 0 (absent).

As an example, Table 5.1 shows the featural values of /t/ and /p/. The gap column is the

gap between each of /t/’s featural value and each of /p/’s corresponding featural value. The

sum of these gaps is 5, which is the Saporta distance between /t/ and /p/.

Although the Saporta distance is the distance between two segments and not sequences,

I will apply it to measure the distance between sequences. For example, in order to compare

the distance between /pl/ and /spl/, I calculate the distance between all the logically possible

mappings between the two sequences, as shown in Table 5.2.

The distance between each pair of segments mapped onto the same position is compared.

An empty slot is considered to be a segment that has the 0 value for all phonological features.

Among the possible mappings, the third one yields the minimal distance between /spl/ and

/pl/, as /p/ is compared to /p/, /l/ is compared to /l/, and /s/ is compared to a non-existing
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Mapping 1 s p l
p l

Mapping 2 s p l
p l

Mapping 3 s p l
p l

Mapping 4 s p l
p l

Mapping 5 s p l
p l

Table 5.2: Five possible mappings between /spl/ and /pl/

segment with 0 values for all features. Thus, the second comparison is chosen as the distance

between /spl/ and /pl/. The Distance between /pl/ and /spl/ is thus the sum of the Saporta

distance between /s/ and zero values, the Saporta distance between /p/ and /p/, and the Saporta

distance between /l/ and /l/. As the distance between /p/ and /p/ and the distance between /l/

and /l/ are zero, the distance between /spl/ and /pl/ is effectively the distance between /s/ and

zero values.1

As an example, Table 5.3a shows the twenty sequences that are the most similar to /pl/ and

Table 5.3b those to /ia/. Note that [a], [ă], and [æ] are not featurally distinct in PanPhon, as

they are all low front unrounded vowels. The distance between /ia/, /iă/, and /iæ/ is thus zero.

5.2.3 Measuring the segmental distance between lects

In this section, I will show how I measure the distance between two lects in terms of onset,

nucleus, and coda sequences.

I calculate the distance between two lects within the same category (onset, nucleus, or

coda). The distance between the onset/nucleus/coda sequences of two lects is defined as fol-

lows. Let M1 and M2 be the matrices representing the phonological feature values of the

onset/nucleus/coda sequences of lect 1 and lect 2, respectively. Let MD be the distance matrix

between M1 and M2. The distance between the onset/nucleus/coda forms of lect 1 and 2 is the

average value of the minimum values of rows or columns of MD, whichever is higher.

As an example, suppose that lect A allows three onset sequences, /p m t/, and lect B two

onset sequences, /p t/. The comparison between A and B is shown in the Table 5.4. The last

column and the last row shows the minimum value of each row and each column, respectively.

The average value of the minimum column (the comparison from A to B) is (0+6+0)/3 = 2,

whereas the average value of the minimum row (the comparison from B to A) is 0. The bigger

value of these two is selected. Thus, the onset distance between A and B is 2.

1I thank Huisu Yun for providing me this idea.
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Sequence Distance

pl 0
p⁺l 1
bl 2
pʰl 2
pl̥ 2
pʼl 2
ⁿpl 2
pˀl 2
plʲ 2
fl 3
p͡fl 3
plˠ 4
m̥l 4
bl̥ 4
b̤l 4
pʰl̥ 4
pz 4
ⁿbl 4
bˀl 4
ɓl 4

(a) /pl/

Sequence Distance

ia 0
iă 0
iæ 0
ie 2
ea 2
iã 2
iĕ 2
iæ̃ 2
ɪa 2
iaː 2
iːa 2
ĩa 2
ɨa 2
ia̰ 2
eæ 2
iæː 2
iːæ 2
iɑ 3
iɛ 4
iːe 4

(b) /ia/

Table 5.3: Sequences the most similar to /pl/ and /ia/

A/B p t min

p 0 5 0
m 6 11 6
t 5 0 0
min 0 0

Table 5.4: The comparison between Lect A with the onset sequences /p m t/ and Lect B with
the onset sequences /p t/
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Using this formula, I calculate the distance of onset, nucleus, and coda of each pair of lects.

5.2.4 Measuring the distance of tones

Next, I calculate the distance between the tonality of each pair of lects.

The distance between tonality is defined as the Canberra distance between the numbers

of tonemes of two lects. Let T1 be the number of tonemes lect 1 has, and T2 the number of

tonemes lect 2 has. The distance betwen lect 1 and lect 2 is:

|T1− T2|
T1 + T2

(5.1)

For example, Burmese has 3 tonemes, whereas Yue Chinese has 6. The tonal distance

between two lects is thus:

|3− 6|
3 + 6

=
1

3
(5.2)

If both lects have 0 tonemes, then the distance between the two lects is 0.

5.2.5 Measuring the overall distance

I then calculate the overall distance, which is the Euclidean distance between each pair of lects

based on their four normalized distances (onset, nucleus, coda, and tone).

Admittedly, assigning equal weight to the four types of distances is a rather simplistic ap-

proach. As a reviewer of this dissertation pointed out, given the wider articulatory variance of

consonants compared to that of vowels, the distance of onsets and codas, which mainly con-

sist of consonants, may merit more weight than the distance of nuclei, which mainly consist

of vowels. Additionally, weighing the tonal distance equally to the three segmental distances

may also be a problem, since unlike the segmental distances, the tonal distances are not nor-

mally distributed: as there are more atonal lects than tonal lects, the tonal distances are un-

evenly distributed to the two extremes of 0 (two atonal lects or two tonal lects with the same

number of tones) and of 1 (a tonal lect versus an atonal lect). A more sophisticated weighing

of the four types of distances that does justice to the different levels of variance and distribu-

tion of the four parameters is warranted in the future analyses of phonological distance using

Phonotacticon.

Table 5.5 shows the twenty lect pairs with the smallest distance value. We see that, un-

surprisingly, some of the closest lects are those that are spoken by the same ethnic group or

closely related groups, namely Yukaghir (Northern and Southern), Korean (Seoul and Jeju),

and Lao-Isan (Lao and Northeastern Thai).

While I cannot explain the distance between every lect pair in detail, I can focus on several

lects and the lects they are the most similar to. In the following sections, I will discuss ten lects

and the lects that are phonologically similar to each of them. The ten lects were selected based
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Lect vs. Lect Distance

Atong (India) vs. Standard Malay 0.26
Northern Yukaghir vs. Southern Yukaghir 0.26
Kelantan-Pattani Malay vs. Tundra Nenets 0.29
Jejueo vs. Korean 0.32
Lao vs. Northeastern Thai 0.32
Chitwania Tharu vs. Wambule 0.34
Biyo vs. Kaduo 0.34
Kelantan-Pattani Malay vs. Standard Malay 0.36
Lak vs. North-Central Dargwa 0.37
North-Central Dargwa vs. Rutul 0.38

Table 5.5: The ten lect pairs with the shortest phonological distance

on what I assume the readers may find theoretically interesting and may provide insight on

the typological history of Eurasia and language contact in general.

(Continued on the next page)
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5.2.5.1 Basque

Basque is a lect isolate spoken in northern Spain and southern France, spoken by the Basque

minority and surrounded by the dominant Indo-European lects, namely French and Spanish.

Given its geographical and sociolinguistic position, one would assume it to be close to the

European lects, especially the Romance lects surrounding it.

Family Lect Distance

Indo-European Daman-Diu Portuguese 1.27
Indo-European Ladino 1.33
Sino-Tibetan Sunwar 1.35
Indo-European Catalan 1.45
Indo-European Assamese 1.55
Austroasiatic Gata’ 1.57
Sino-Tibetan Bunan 1.65
Indo-European Welsh 1.68
Indo-European Nimadi 1.68
Indo-European Dutch 1.70
Indo-European Estonian Swedish 1.70
Indo-European Maithili 1.80
Indo-European Arvanitika Albanian 1.80
Indo-European Italian 1.83
Indo-European Kashmiri 1.84
Uralic Pite Saami 1.86
Sino-Tibetan Thangmi 1.87
Indo-European Northern Pashto 1.89
Sino-Tibetan Bujhyal 1.92
Indo-European Godwari 1.96

Table 5.6: Twenty lects closest to Basque

Table 5.6 shows the twenty Eurasian lects phonologically most similar to Basque. Eight

of them are European, not including one European-based creole spoken in India (Daman-Diu

Portuguese). The convergence between Basque and the neighboring (Western) Romance lects

has been well discussed (Jendraschek 2019). The results show, however, that the convergence

between Basque and European lects is not limited to Romance lects but also to the lects of

other Indo-European branches, such as Celtic or Germanic, or non-Indo-European European,

such as Pite Saami. This does not necessarily imply direct contact between Basque and these

European lects, but rather that they belong to the same European linguistic area.
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5.2.5.2 Evenki

Evenki is a Tungusic lect spoken by the Evenks throughout the vast region encompassing

Siberia, Mongolia, and northeast China. Anderson (2006), who argues for a Siberian linguistic

area, suggests that Evenki may have been the carrier of some of the Siberian areal features,

given the high mobility of its speakers. Evenki itself also shows influence from Mongolic

(Poppe 1972; Khabtagaeva 2010) and Turkic (namely Sakha; Pakendorf 2020).

Family Lect Distance

Turkic Kirghiz 0.51
Dravidian Konda-Dora 0.59
Turkic Tatar 0.59
Yukaghir Northern Yukaghir 0.63
Turkic Tuvinian 0.67
Indo-European Sadri 0.68
Turkic Kazakh 0.69
Yukaghir Southern Yukaghir 0.71
Turkic Uighur 0.75
Nakh-Daghestanian Budukh 0.75
Dravidian Ravula 0.79
Uralic Komi-Zyrian 0.84
Indo-European Halbi 0.84
Turkic Chuvash 0.85
Turkic Southern Altai 0.89
Indo-European Kotia-Adivasi Oriya-Desiya 0.97
Jarawa-Onge Jarawa (India) 0.99
Turkic Sakha 1.04
Burushaski Burushaski 1.04
Turkic South Azerbaijani 1.04

Table 5.7: Twenty lects closest to Evenki

Table 5.7 shows the twenty lects closest to Evenki. As expected, the closest lects are mostly

spoken in northern Eurasia, namely Turkic, Uralic, and Yukaghir lects. Surprisingly, none of

the top twenty are other Tungusic sample lects (Manchu, Nanai, Negidal, Oroch, and Udihe).

This suggests that Evenki might have diverged from the rest of the Tungusic family in favor

of converging into other northern Eurasian lects, especially Turkic.
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5.2.5.3 Georgian

Georgian is the largest lect of the Kartvelian family and the official lect of Georgia. Caucasus,

the region where Georgia is located, is a hotspot of linguistic diversity. Language families

local to Caucasus include not only Kartvelian, but also Nakh-Dagestanian, Abakhaz-Adyghe,

Indo-European, or Turkic.

Family Lect Distance

Sino-Tibetan Japhug 3.32
Indo-European Macedonian 3.41
Kartvelian Laz 3.53
Austroasiatic Laven 3.85
Indo-European Icelandic 3.91
Sino-Tibetan Situ 3.95
Sino-Tibetan Chak 3.96
Sino-Tibetan Zbu 4.03
Indo-European Gheg Albanian 4.09
Indo-European Russian 4.16
Indo-European Piemontese 4.17
Indo-European Dutch 4.18
Dravidian Tulu 4.19
Sino-Tibetan Purik-Sham-Nubra 4.25
Indo-European Nuristani Kalasha 4.28
Indo-European Arvanitika Albanian 4.29
Abkhaz-Adyge Kabardian 4.30
Indo-European Friulian 4.31
Austroasiatic Khasi 4.32
Afro-Asiatic Cypriot Arabic 4.32

Table 5.8: Twenty lects closest to Georgian

Among the twenty lects phonologically closest to Georgian shown in Table 5.8, only two is

spoken in Caucasus: Laz, which also belongs to the Kartvelian family, and Kabardian, which

belongs to the Abkhaz-Adyge family. No Nakh-Daghestanian lect can be found among the

top twenty, even though there are thirteen Nakh-Daghestanian lects in the sample. Turkic

lects spoken in Caucasus, such as Azerbaijani, are also absent. The results suggest that the

phonological convergence in Caucasus is moderate as best.
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5.2.5.4 Hindi

Hindi is an Indo-Aryan lect spoken mainly in the northern part of South Asia. Urdu, a similar

lect spoken mainly in Pakistan, is mutually intelligible with Hindi. Urdu is not present in

Phonotacticon 1.0, however. Given the previous theories on South Asia as a linguistic area

(reviewed in Section 2.3.2.6), it is likely that Hindi shows a high degree of similarity with

other lects of the Indian subcontinent.

Family Lect Distance

Dravidian Jennu Kurumba 0.55
Indo-European Kotia-Adivasi Oriya-Desiya 0.62
Indo-European Sindhi 0.67
Austroasiatic Korku 0.81
Indo-European Lambadi 0.89
Indo-European Konkan Marathi 0.92
Nihali Nihali 0.97
Dravidian Korra Koraga 1.03
Indo-European Saurashtra 1.04
Dravidian Sholaga 1.12
Dravidian Kui (India) 1.14
Dravidian Muduga 1.18
Indo-European Kashmiri 1.22
Sino-Tibetan Duhumbi 1.23
Dravidian Kodava 1.25
Indo-European Halbi 1.26
Indo-European Nuristani Kalasha 1.27
Indo-European Vaagri Booli 1.27
Uralic Pite Saami 1.28
Dravidian Waddar 1.30

Table 5.9: Twenty lects closest to Hindi

Table 5.9 shows twenty lects closest to Hindi. Unsurprisingly, the majority of the lects are

spoken in South Asia. They include not only sister lects belonging to the (Indo-Aryan branch

of) Indo-European family, but also the other lects spoken across South Asia, namely Dravidian,

Austroasiatic, Sino-Tibetan, and the lect isolates Nihali and Burushaski. This clearly demon-

strates the high degree of convergence between Hindi and other lesser-spoken lects of India,

although the directionality of convergence is less clear.
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5.2.5.5 Japanese

Japanese is the most widely spoken Japonic lect, whose prestige form is based on the Tokyo

variety. While it is the dominant lect in the Japanese peninsula, the southern and northern

edges of the peninsula are home to Ryukyuan and Ainuic lects, respectively. Thus, we may

expect that Japanese shows some degree of phonological similarity to other lects spoken in

Japan and neighboring areas, such as Korea, Northeast China, and Russian Far East.

Family Lect Distance

Sino-Tibetan Nocte Naga 1.17
Sino-Tibetan Darma 1.24
Sino-Tibetan Lamjung-Melamchi Yolmo 1.26
Sino-Tibetan Kado 1.33
Sino-Tibetan Thakali 1.36
Sino-Tibetan Maram Naga 1.37
Sino-Tibetan Moyon 1.41
Sino-Tibetan Kyerung 1.52
Sino-Tibetan Sangkong 1.56
Austroasiatic Chong of Chanthaburi 1.57
Sino-Tibetan Chothe 1.59
Sino-Tibetan Pwo Eastern Karen 1.62
Sino-Tibetan Deori 1.63
Sino-Tibetan Galo 1.65
Sino-Tibetan Tibetan 1.66
Sino-Tibetan Zaiwa 1.68
Sino-Tibetan Southern Jinghpaw 1.69
Sino-Tibetan Asho Chin 1.70
Sino-Tibetan Khams Tibetan 1.71
Sino-Tibetan Western Parbate Kham 1.73

Table 5.10: Twenty lects closest to Japanese

Strikingly, however, we see from Table 5.10 that none of the twenty lects that are phono-

logically closest to Japanese neighbors Japanese or even belongs to the same Japonic family.

Instead, all the closest lects belong to the Tibeto-Burman branch of the Sino-Tibetan family,

except for Chong of Chanthaburi (Austroasiatic). From this non-areal pattern, we can con-

clude that Japanese phonology is an “odd one out” that does not bear much similarity to its

neighbors and that its phonotactic patterns are strongly Tibeto-Burman.
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5.2.5.6 Kazakh

Kazakh is a Turkic lect spoken in Central Asia. The Turkic family has been known to share

a wide range of similarities with neighboring families, namely Mongolic and Tungusic, such

that the three families have been often grouped together as the Altaic family, which remains

controversial and is not accepted by most linguists today. For a recent review of Altaic, see

Janhunen (2023), who sees Altaic not as a family but as a typological sphere.

Family Lect Distance

Turkic Kirghiz 0.43
Turkic Tatar 0.45
Turkic Uighur 0.68
Tungusic Evenki 0.69
Indo-European Halbi 0.73
Dravidian Konda-Dora 0.77
Uralic Komi-Zyrian 0.78
Indo-European Sadri 0.83
Nakh-Daghestanian Budukh 0.89
Turkic Chuvash 0.89
Turkic Kumyk 1.04
Indo-European Kotia-Adivasi Oriya-Desiya 1.05
Turkic Tuvinian 1.06
Nakh-Daghestanian Southwestern Dargwa 1.13
Nakh-Daghestanian Avar 1.17
Burushaski Burushaski 1.17
Turkic Southern Altai 1.17
Nakh-Daghestanian North-Central Dargwa 1.19
Nakh-Daghestanian Rutul 1.19
Yukaghir Northern Yukaghir 1.20

Table 5.11: Twenty lects closest to Kazakh

Table 5.11 shows the twenty lects most similar to Kazakh. Many of the twenty closest lects

are other Turkic lects and also non-Turkic lects spoken in central and northern Eurasia, such

as Avar, Budukh, Evenki, Rutul, Dargwa, Yukaghir, and Komi-Zyrian. It does not show as high

level of similarity to Mongolic phonology, however.

The similarity of Kazakh (and perhaps Turkic in general) to other families not commonly

classified as Altaic, namely Uralic, Yukaghir, and Nakh-Daghestanian, raises the question

whether Altaic is useful even as a typological concept. Given that the widespread phonologi-

cal convergence in central Eurasia is not limited to Turkic, Mongolic, and Tungusic, it remains

doubtful whether these three families have distinct typological characteristics not also shared

by its geographical neighbors. An areal classification, such as Northeast Asia, may be more

appropriate. As Janhunen (2023) points out, typological features of Altaic is not limited to the

families classified as Altaic (which sometimes include Japonic and Koreanic as well) and the
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features shared by the Altaic families at the proto-language level are rather scant and univer-

sally common.

5.2.5.7 Mandarin Chinese

Mandarin Chinese is the standard form of Chinese based on the Beijing variety and currently

the largest lect spoken in the world, with close to a billion native speakers. Given its over-

whelming demographic hegemony, one would predict that its neighboring lects in Northeast

Asia would have received substantial influence from Mandarin in their phonological charac-

teristics.

Family Lect Distance

Sino-Tibetan Cosao 0.91
Sino-Tibetan Thado Chin 0.94
Sino-Tibetan Pela 1.03
Austroasiatic Bolyu 1.05
Sino-Tibetan Zeme Naga 1.08
Sino-Tibetan Phom Naga 1.10
Sino-Tibetan Lashi 1.12
Sino-Tibetan Sadu 1.15
Sino-Tibetan Ao Naga 1.28
Tai-Kadai Cao Miao 1.31
Sino-Tibetan Biyo 1.31
Sino-Tibetan Kucong 1.31
Sino-Tibetan Kaduo 1.31
Tai-Kadai Western Ong-Be 1.31
Sino-Tibetan Koireng 1.32
Austroasiatic Bugan 1.35
Tai-Kadai Lao 1.38
Tai-Kadai Duoluo Gelao 1.40
Sino-Tibetan Honi 1.41
Sino-Tibetan Bisu 1.43

Table 5.12: Twenty lects closest to Mandarin Chinese

Table 5.12 shows twenty lects closest to Mandarin. What is surprising is that all top twenty

lects are spoken in Mainland Southeast Asia and none are Northeast Asian lects that have had

contact with Mandarin throughout history, such as Tungusic, Mongolic, or Koreanic lects.

Mandarin phonology is thus clearly Mainland Southeast Asian and it is phonologically an

outlier in Northeast Asia, despite being the largest lect spoken there. It can be seen as an

northward “extension” of Mainland Southeast Asia. While there is no doubt that Mandarin

has had extensive contact with its neighboring lects, as evidenced by the extensive amount of

loanwords in those lects, there seems to have been very little convergence in the phonological

domain, suggesting the possibility of divergence instead.
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5.2.5.8 Sri Lanka Malay

Sri Lanka Malay is a Malayic lect spoken in Sri Lanka. Malay speakers were brought to Sri

Lanka by the Dutch and the British from the 17th till the 19th century (Bakker 2006). Despite

the relatively recent arrival of Malay, it seems to have developed remarkably strong areal

characteristics shared by other Sri Lankan lects.

Family Lect Distance

Indo-European Domari 0.84
Dravidian Tulu 0.86
Dravidian Malavedan 0.88
Dravidian Muduga 0.94
Indo-European Sindhi 0.94
Austroasiatic Pnar 1.02
Sino-Tibetan Limbu 1.09
Dravidian Kui (India) 1.13
Dravidian Jennu Kurumba 1.13
Uralic Pite Saami 1.13
Dravidian Kodava 1.13
Indo-European Vaagri Booli 1.16
Sino-Tibetan Amdo Tibetan 1.17
Indo-European Nuristani Kalasha 1.19
Dravidian Korra Koraga 1.24
Dravidian Sholaga 1.31
Indo-European Konkan Marathi 1.36
Sino-Tibetan Tangam 1.36
Sino-Tibetan Leh Ladakhi 1.38
Dravidian Malayalam 1.39

Table 5.13: Twenty lects closest to Sri Lanka Malay

Table 5.13 shows the twenty lects closest to Sri Lanka Malay, which does not include other

Malayic lects in the database (Standard Malay, Baba Malay, and Kelantan-Pattani Malay) but is

rather dominated by other lects of South Asia, including Indo-Aryan, Dravidian, and Tibeto-

Burman, and Austroasiatic lects. This is clear evidence that a lect can significantly diverge

from its closest sibling lects and converge into its linguistic area even within a period of time

as short as two or three centuries. Bakker (2006) also considers the convergence of Sri Lanka

Malay into the Sri Lankan linguistic area “a radical typological change” (p. 139), which hap-

pened not only in phonology but also in morphosyntax, namely the development of SOVword

order and nominal case marking.
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5.2.5.9 Standard Malay

Standard Malay, commonly simply referred to as Malay, is the form of Malay as the official lect

of Malaysia. Malay is often considered to be a lect spoken at the southern end of the Mainland

Southeast Asian linguistic area (Enfield and Comrie 2021; Matisoff 2019; Nomoto and Ling Soh

2019). Sidwell and Jenny (2021a), however, excludes Malay from MSEA, for it “retains much

of its inherited [Austronesian] typology” (p. 3) rather than having converged into the MSEA

features.

Indeed, Malay does not seem to bear most of the typical phonological features of Main-

land Southeast Asia. It is not tonal; its vowel inventory is not complex; it allows most of its

phonemes at the coda position; it does not have the creaky voice register; and it is not pre-

dominantly monosyllabic or sesquisyllabic. Thus, at least at the phonological level, it seems

likely that Malay cannot be considered part of the Mainland Southeast Asian area.

Family Lect Distance

Sino-Tibetan Atong (India) 0.26
Austronesian Kelantan-Pattani Malay 0.36
Uralic Tundra Nenets 0.39
Jarawa-Onge Jarawa (India) 0.40
Chukotko-Kamchatkan Koryak 0.41
Ainu Hokkaido Ainu 0.42
Austroasiatic Semelai 0.46
Chukotko-Kamchatkan Chukchi 0.49
Mongolic-Khitan Bonan 0.50
Uralic Vach-Vasjugan 0.53
Turkic South Azerbaijani 0.53
Dravidian Ravula 0.53
Uralic Selkup 0.59
Nakh-Daghestanian Tsez 0.60
Turkic Tuvinian 0.62
Mongolic-Khitan Dagur 0.63
Eskimo-Aleut Naukan Yupik 0.63
Tungusic Negidal 0.63
Dravidian Badaga 0.66
Tungusic Udihe 0.69

Table 5.14: Twenty lects closest to Standard Malay

Table 5.14 shows the twenty lects closest to Standard Malay. Among the twenty lects, the

two lects are spoken in what can be categorized as Mainland Southeast Asia: Kelantan-Pattani

Malay, which is alsoMalayic, and Semelai, an Austroasiatic lect spoken in theMalay Peninsula.

The results clearly suggests that Malay phonology is not similar to other Mainland Southeast

Asian phonologies at any meaningful level. This suggests that at least in the phonological

domain, the Malay Peninsula is the southern boundary of the Mainland Southeast Asia.
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5.2.5.10 Tsat

Tsat is an Austronesian lect spoken in Hainan, a southern Chinese island, by the Utsul people.

It belongs to the Chamic branch of the Austronesian family. Other Chamic lects are spoken

by the Cham people in southern Vietnam and Cambodia, some of who immigrated to Hainan

around 986 ce (Thurgood et al. 2014, Ch. 3) and later formed a distinct ethnic identity as well

as a distinct variety of Chamic.

Thurgood et al. (2014, Ch. 10) describes the contact-driven influence on Tsat, mainly from

Hlai (Tai-Kadai) and SouthwesternMandarin, the two dominant lects of Hainan. The influence

is attested in all domains: Tsat is monosyllabic and tonal (phonology); a quarter of the vocab-

ulary is from Mandarin, including grammatical words (lexicon); and its relative clauses can be

either postnominal due to Austronesian inheritance or prenominal like Mandarin (syntax).

Family Lect Distance

Sino-Tibetan Gan Chinese 0.76
Sino-Tibetan Hakka Chinese 0.78
Sino-Tibetan Paite Chin 0.78
Tai-Kadai Western Ong-Be 0.80
Sino-Tibetan Min Nan Chinese 0.90
Sino-Tibetan Lashi 0.92
Sino-Tibetan Hui Chinese 1.01
Austroasiatic Bugan 1.04
Sino-Tibetan Cosao 1.05
Sino-Tibetan Min Bei Chinese 1.06
Sino-Tibetan Southern Qiang 1.10
Tai-Kadai Central Hongshuihe Zhuang 1.10
Sino-Tibetan Jinyu Chinese 1.11
Sino-Tibetan Northern Pinghua 1.19
Sino-Tibetan Kucong 1.20
Austroasiatic Mang 1.21
Tai-Kadai Duoluo Gelao 1.24
Sino-Tibetan Pu-Xian Chinese 1.26
Sino-Tibetan Honi 1.26
Sino-Tibetan Thado Chin 1.26

Table 5.15: Twenty lects closest to Tsat

Among the twenty lects closest to Tsat (Table 5.15), it is surprising that no Austronesian

lect can be found, including Bih, a Chamic lect spoken in southern Vietnam. Although Hlai

and Southwestern Mandarin are not represented among the sample lects, it is clear that Tsat

is the most similar to the Sinitic lects: eight of the twenty closest lects are Sinitic, including

northern Sinitic (Jinyu Chinese). Thus, we can conclude that Tsat phonology has strongly

converged into Sinitic phonology over the past millenium.
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Figure 5.1: Two phonological clusters of Eurasia

5.2.6 Clustering the lects

Based on these distances, I cluster similar lects into a few groups to investigate areal patterns,

using the k-means clustering method. The k-means clustering is a statistical method to divide

observations into k number of clusters such that the variance within each cluster is minimized.

Based on the the distances of each lect from other lects, I can group the lects into any number of

clusters to see if those clusters are also clustered geographically on a map of Eurasia, thereby

forming phonological areas. Since fewer clusters are more reliable than larger number of

clusters, here I only show the first three numbers of clustering: two (Figure 5.1), three (Figure

5.2), and four (Figure 5.3).

From the visualized k-means clustering, we observe that phonological clusters also tend to

form geographical clusters, confirming the prediction of the areality of phonological conver-

gence among the lects of Eurasia. These clusters do not, however, always neatly fit into the

previously hypothesized linguistic areas (Section 2.3).

Based on the clustering, Mainland Southeast Asia seems to go as northward as north Sinitic

(Jin and Mandarin) without including Qinghai-Gansu, as I have suggested in Section 5.2.5.7

that north Sinitic is an outlier in Northeast Asia for being the northward extension ofMainland

Southeast Asia. Note that, however, there seems to be a weak north-south contrast within

Mainland Southeast Asia, resulting in Mainland Southeast Asia proper and southern (plus
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Figure 5.2: Three phonological clusters of Eurasia

some parts of northern) China, although these two regions overlap greatly. The southern

limit of Mainland Southeast Asia goes as southward as central Thailand but not to the Malay

Peninsula, as argued in Section 5.2.5.9 that Malay is not part of this linguistic area.

Eastwards, Mainland Southeast Asia stretches as far as the Chinese east coast and even

(to some degree) the Ryukyuan islands. Eastern India and Bangladesh seems to be its western

limit.

The space of Europe as a phonological area includes what is typically defined as Europe

plus Anatolia. Russian seems to be the western extension of Europe as a phonological area

while the non-Indo-European lects of eastern Russia are not part of it, as the level of phono-

logical convergence between Russian and the minority lects of Russia is low.

The clustering suggests that Qinghai-Gansu is a quite distinct from lects in eastern China.

South Asia seems to be not fully homogeneous, since it is divided into multiple clusters in

Figure 5.3. Northeast Asia may be defined as the wide area consisting of Russia (not including

Russian), parts of central Asia, Mongolia, northeast China (not including Sinitic), Korea, and

Hokkaido (Ainu).
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Figure 5.3: Four phonological clusters of Eurasia

5.2.7 Correlation between geographical distance and phonological distance

Next, I will test the following hypothesis: Geographical distance is correlated with phonolog-

ical distance. In other words, the closer two lects are geographically, the closer they tend to

be phonologically.

In order to test this hypothesis, I use the Burushaski lect as a point of reference. Burushaski

is a lect isolate spoken by the Burusho people in the northernmost valleys of Pakistan (Yosh-

ioka 2012). As it is genealogically an isolate and geographically located in the central part

of Eurasia, it can be an optimal scale to measure the correlation between geographical and

phonological distance. The refined hypothesis is thus: the closer a Eurasian lect to Burushaski

geographically, it will also be closer to it phonologically.

As shown in Section 5.2.6, geographically close lects also tend to show similar phonologi-

cal patterns. Thus, spatial autocorrelationmust be tested for the lects’ distances to Burushaski.

First, I define the geographical neighbors of each lect. The neighbors of each lect are defined

as those whose geographical coordinates are within the maximal distance of a lect to its near-

est lect. In other words, I defined neighborhood such that every lect will have at least one

geographical neighbor.

I then generate a spatial weight matrix based on binary weight. The value of 1 is assigned

to each neighboring lect pair, while the value of 0 is assigned to other pairs. Moran’s I test
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Figure 5.4: Each Eurasian lect’s phonological distance from Burushaski, rounded to the closest
integer

based on this spatial weight matrix validates the spatial autocorrelation (p < 0.001). Finally,

using this spatial weight matrix, I perform a spatial regression analysis based on the spatial

lag model. The results show that geographical distance to Burushaski is positively correlated

with the phonological distance to it (p < 0.001). The phonological distance of each lect to

Burushaski, rounded to the closest integer, is visualized in Figure 5.4. Based on this obser-

vation, we can make the conclusion that phonological distance is positively correlated with

geographical distance in Eurasia.

5.2.8 Machine-learning prediction of linguistic areas

As a follow-up study, I will examine how well machine-learning predicts the the area of a lect

given its phonological distance from other lects. For example, based on how similar German

is to other Eurasian lects, can we predict that it is spoken in Europe? If machine-learning,

when given the phonotactic details of half of the sample lects hypothetically belonging to a

phonological area, canwell predict whether which sample lects are the other half of the sample

lects belonging to the same area, we will be able to conclude that the information provided by

Phonotacticon is sufficient to make generalizations on areal similarities, validating the claim

that the phonotactic information coded in Phonotacticon can demonstrate phonological area-
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Figure 5.5: Geographically defined regions in Eurasia

hood.

I first divide the Eurasian lects into six different regions solely based on their geographical

coordinates: Northeast Asia, Mainland Southeast Asia, Qinghai-Gansu, South Asia, West Asia,

and Europe. WhileWest Asia has not been discussed in this thesis as a potential linguistic area,

it is nevertheless posited as a region so that every Eurasian lect will belong to one region.

Figure 5.5 visualizes the lects in the predefined seven regions.

The goal is to train a model based on phonological distance to see how well it predicts

which one of these six areas a lect is spoken. I train the Naive Bayes Classifier based on half

of the lects and their distance from other lects. First, I divide the sample in half by each area.

(The proportion of the areas is thus equal in the halved sample.) Then I train the classifier in

the first half and test it on the other half. I also perform the opposite by training the second

half and testing it on the first half. Finally, I join the two halves.

Table 5.16 is the confusion matrix and the related statistics, based on the combination

of the two halves of prediction. The accuracy of the predictions is significantly higher than

the No Information Rate (p < 0.001) The Kappa value also shows that the model successfully
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predicts the areas to a moderate degree. The F1 values of individual classes (Table 5.17) show

that the model predicts some areas better than others. Mainland Southeast Asia and South

Asia are well predicted and Qinghai-Gansu only poorly so. This may be partly because the

uneven sample size across different regions, Qinghai-Gansu being the smallest with only nine

sample lects. West Asia, although not previously discussed to be a linguistic area, is quite well

predicted.

Name Value

Accuracy 0.61
Kappa 0.47
AccuracyLower 0.55
AccuracyUpper 0.66
AccuracyNull 0.42
AccuracyPValue 0.00
McnemarPValue 0.14

Table 5.16: Confusion matrix based on two halves of Naive Bayes Classifier prediction

Class F1

Europe 0.43
Mainland Southeast Asia 0.79
Northeast Asia 0.38
Qinghai-Gansu 0.14
South Asia 0.62
West Asia 0.41

Table 5.17: F1 values of individual classes

Figure 5.6 is the visualization of the lects by their predicted areas. Overall, the Naive Bayes

Classifier well predicts the six linguistic areas, not including Qinghai-Gansu, which may be

due to the small smaple size.

5.3 Comparison with morphosyntactic convergence

I have discussed in Section 2.2 that convergence may be domain-specific: that is, convergence

in one domain does not entail convergence in other domains. The phonological convergence

patterns we have seen so far do not necessarily imply that similar morphosyntactic conver-

gence has emerged. However, given that phonological convergence is mostly motivated by

contact and that lects in contact are likely to converge (although not always), it is feasible that

similar morphosyntactic convergence has occurred throughout Eurasia.

In order to test this possibility, I measure the morphosyntactic distance between Eurasian

lects using Grambank 1.0 (Skirgård et al. 2023). Grambank 1.0 is a database consisting the
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Figure 5.6: Map of predicted linguistic areas
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Figure 5.7: Two morphosyntactic clusters of Eurasia

2,457 lects and their values of 195 morphosyntactic features, of which 189 are binary param-

eters (e.g. Is there a gender distinction in independent 3rd person pronouns?). As it does not

contain information on phonological features, Phonotacticon can serve as a good complement

to Grambank. The two databases used in comparison can cross-validate areal patterns in Eura-

sia or discover domain-specific patterns.

Based on the 189 binary features of Grambank, I conducted the Manhattan distance be-

tween each pair of lects, whose vectors consist of 1 (positive), -1 (negative), or 0 (unknown)

values of each feature. (Ca. 13% of all feature values are marked as unknown) Then, based on

k-means clustering, I clustered the Eurasian lects into two, three, and four clusters, visualized

in Figures 5.7–5.9.

It may leave the impression to the reader that the morphosyntactic clusters are somewhat

similar to the phonological clusters visualized in Figures 5.1–5.3. In order to test the similarity

between the phonological distances and morphosyntactic distances, I ran a Mantel test based

on Pearson’s correlation coefficient to test the correlation between the two distance matrices.

When limiting the sample lects to the intersection between Phonotacticon and Grambank,

or 222 lects, the Mantel statistic R is 0.215 from -1 to 1 scale (p < 0.001), -1 representing the

perfectly negative correlation and 1 the perfectly positive correlation. This shows a a moder-

ate level of correlation between phonological distance and morphosyntactic distance between

Eurasian lects. Thus, while phonological similarities and morphosyntactic similarities overlap

to some degree, they do not always match and linguistic convergence can be domain-specific.
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Figure 5.8: Three morphosyntactic clusters of Eurasia
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Figure 5.9: Four morphosyntactic clusters of Eurasia
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5.4 Comparison with genealogy

Lastly, I will compare whether the phonological distances measured via Phonotacticon is cor-

related to the genealogical distances between Eurasian lects. Linguistic similarity arises not

only due to historical contact but also genealogical relatedness. Within a family, the more

genealogical layers shared by two lects, the shorter we can expect the phonological distances

between them. For example, French and Italian not only belong to the same Indo-European

family, but also shares seven layers within Indo-European (Classical Indo-European > Italic

> Latino-Faliscan > Latinic > Imperial Latin > Romance > Italo-Western Romance), based on

Glottolog 4.4. Due to such close genealogy, we can predict that the phonological distance

between French and Italian will be significantly closer than that between French and Welsh,

which only shares one layer (Classical Indo European) whence they have diverged at a much

earlier time. More generally, we can predict that within a family, the phonological distance

between two lects will decrease as the number of shared layers increases.

In order to verify this prediction, I tested the Pearson’s correlation coefficient between the

number of layers shared by two lects and their phonological distance per family. The null hy-

pothesis is that the number of shared layers and the phonological distance are not correlated

to each other at all, i.e. the Pearson’s correlation coefficient will not be significantly differ-

ent from 0 (absolute absence of correlation). The alternative hypothesis is that the number of

shared layers and the phonological distance are correlated, making the Pearson’s correlation

coefficient significantly different from 0, given that the sample size (the number of lect pairs)

is large enough. To correct for multiple comparison, the p-values of the Pearson’s correla-

tion coefficients are adjusted as the false discovery rates (Benjamini and Hochberg 1995), the

threshold for significance being 0.1. Families that no internal layer and/or have less than three

sample lects (such as Koreanic, whose only two members are Korean and Jejueo without any

internal layer) are excluded, as they lack the minimal number of shared layers and lect pairs

needed to test the correlation.

The results shown in Table 5.18 fail the prediction and uphold the null hypothesis. Among

the tested Eurasian families, no family shows a statistically significant correlation (FDR = 0.1)

between phonological distance and genealogical relatedness. This is true not only for families

with a small number of lect pairs, such as Japonic or Hmong-Mien, but also for those with a

sizeable sample, such as Indo-European and Sino-Tibetan. This suggests that the phonological

distances between Eurasian lects measured via Phonotacticon must have been shaped more

strongly by areal contact than by genealogical heritage.

Is the prevalence of areality over genealogy also observable in morphosyntax? In order to

make a comparison between the two domains of phonology and morphosyntax, I also tested

the correlation between the number of shared layers and morphosyntactic distance measured

using Grambank (Section 5.3). Table 5.19 shows the correlation between the number of shared

layers and morphosyntactic distances. between the same sample lects. The results are strik-
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Family Number of lect pairs r FDR

Nakh-Daghestanian 78 -0.19 1.00
Turkic 66 -0.18 1.00
Tai-Kadai 153 -0.09 1.00
Dravidian 210 -0.07 1.00
Indo-European 1953 -0.03 1.00
Sino-Tibetan 7503 -0.01 1.00
Austroasiatic 351 -0.00 1.00
Mongolic-Khitan 28 0.01 1.00
Uralic 36 0.12 1.00
Japonic 6 0.13 1.00
Tungusic 15 0.34 1.00
Austronesian 21 0.39 1.00
Hmong-Mien 10 0.42 1.00

Table 5.18: Pearson’s correlation efficient (r) and the false discovery rate (FDR) between the
phonological distance and the number of shared genealogical layers between two lects of the
same family

ingly different from those from Phonotacticon (Table 5.18): When corrected for multiple com-

parison at the False Discovery Rate of 0.1, seven out of fourteen families show a negative

correlation between the number of shared layers and morphosyntactic distance. This sug-

gests that morphosyntactic distances may be more heavily related to genealogical heritage

whereas phonological distances are more bound to change via contact.

5.5 Summary

This chapter has reached the second goal of this thesis: Measuring the phonological distance

between Eurasian lects using Phonotacticon 1.0. Importantly, the distance measuring is based

on the entirety of the phonotactic data available in Phonotacticon, except for the tonal qual-

ities (as only the number of tones was used to calculate the distance between tonal invento-

ries). Clustering the lects together based on phonological distance shows that phonologically

close lects also tend to be genealogically close and that some of the clusters support previ-

ously suggested linguistic areas, as we have discussed in Section 2.3. The comparison between

the geographical and the phonological distances to Burushaski shows that geographical and

phonological distances correlate to some degree in Eurasia. Moreover, The machine learning

based on the phonological distances can predict the area of each lect to a moderate degree.

The comparison between the phonological clusters derived from Phonotacticon and the

morphosyntactic clusters derived from Grambank (Skirgård et al. 2023) shows that the the

convergence patterns in the two domains have only amoderate degree of similarity, suggesting

that linguistic convergence may show different areal patterns in different domains. Finally, the

absence of correlation between phonological distance and the number of shared layers and
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Family Number of lect pairs r FDR

Japonic 15 -0.75 0.01
Uralic 300 -0.57 0.00
Dravidian 435 -0.51 0.00
Indo-European 2016 -0.46 0.00
Turkic 91 -0.37 0.00
Tungusic 36 -0.28 0.57
Sino-Tibetan 17020 -0.27 0.00
Mongolic-Khitan 28 -0.21 0.78
Austroasiatic 3240 -0.19 0.00
Tai-Kadai 120 -0.14 0.63
Nakh-Daghestanian 210 -0.13 0.42
Afro-Asiatic 231 -0.07 0.78
Hmong-Mien 45 0.05 0.78
Austronesian 120 0.12 0.78

Table 5.19: Pearson’s correlation efficient (r) and the false discovery rate (FDR) between the
morphosyntactic distance and the number of shared genealogical layers between two lects of
the same family

the presence of such correlation in morphosyntactic distance suggests that phonology may be

more prone to areal convergence than morphosyntax, which may more strongly preserve its

genealogical heritage.



Chapter 6

Conclusion

In this thesis, I have shown how I have built a phonotactic database (§3), used that database to

generate visualizations showing the diverse areal patterns of Eurasian phonology (§4), and also

used it to measure the phonological distances between the sample lects (§5). The results show

that phonological distances correlate with geographical distance in the Eurasian macroarea,

geographically closer lects being phonologically more similar. The areal patterns observable

through the phonological distances largely confirm the linguistic areas introduced in Section

2.3.2: Northeast Asia, Qinghai-Gansu, Mainland Southeast Asia, SouthAsia, and Europe. Thus,

we have evidence that these regions form phonological areas, although areahood in other

linguistic domains may significantly differ.

One of the limitations of this study based on Phonotacticon is that Phonotacticon does not

cover the entirety of a lect’s phonotactics, let alone its phonology. It only covers the phonotac-

tic restrictions within each of the three slots of a syllable - onset, nucleus, and coda - and not

the restrictions across these slots, such as which nuclei can follow which onsets. As Phono-

tacticon is primarily based on segmental information, it also lacks much of suprasegmental

information, such as stress patterns. In other words, the information Phonotacticon provides

is only a subset of phonological information in its entirety. The phonological convergence pat-

terns and the phonological areas analyzed via Phonotacticon should therefore be interpreted

with this limitation in mind.

Moreover, as it is a phonological database, it does not cover the phonetic characteristics of
Eurasian lects, which may also bear areal patterns not reflected in phonological areal patterns.

For example, Andrew Hsiu (personal communication) has observed that “pharynx narrow-

ing” may be a phonetic feature of Mainland Southeast Asia, characterizing the voice quality of

many speakers of that area. Harnud and Zhou (2021), discussed in Section 2.5.8, also demon-

strated the possibility of measuring cross-linguistic distance based on acoustic data, which

entails that with sufficient number of sample lects, a quantitative typology of phonetic areal

patterns would certainly be possible. Although phonology and phonetics are closely related,

inseparable realms (Ohala 1990, cf.), it would certainly be worthy to also investigate phonetic

convergence from a typological perspective, which the present study remains agnostic of.

85
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As much as there are limits to Phonotacticon for conducting this study, this study itself is

also a limited usage of Phonotacticon, i.e. it does not exploit the full range of possibilities the

database entails. In future research, Phonotacticon can be used for a wide range of purposes,

such as producing different visualizations based on a wide range of phonotactic features, or

calculate the phonological distance between lects with different methodologies. Moreover, as

the database is still in progress, I plan to complete Phonotacticon 2.0 in the following years,

including lects from all the macroareas. I will also engage in measuring phonological distance

and detecting phonological areas using other methods. I hope that Phonotacticon will, beyond

this dissertation, function as a fruitful database for diverse interests of many phonologists and

typologists.
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Appendix

The script shown in the following pages is the R script (R Core Team 2024) used to create

descriptive visualizations and conduct statistical analyses in this thesis. It is rendered in pdf

format via R Markdown (Xie et al. 2020).

(Continued on the next page)
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Data

Set up the environment of R Markdown.

options(scipen = 100, digits = 3)
options(datatable.print.nrows = 5,

datatable.print.trunc.cols = T)

Load the required R packages.

library(data.table)
library(tidytable)
library(stringr)
library(stringi)
library(geosphere)
library(plotly)
library(geodata)
library(plyr)
library(tibble)
library(forcats)
library(purrr)
library(Rfast)
library(e1071)
library(caret)
library(dplyr)
library(anocva)
library(profmem)
library(stargazer)
library(lme4)
library(viridis)
library(spdep)
library(spatialreg)
library(xtable)
library(ggforce)
library(magrittr)
library(vegan)

Load Phonotacticon.

Phonotacticon <- fread("Phonotacticon1_0.csv") %>%
as.data.table()

Phonotacticon

## Glottocode ISO Lect lon lat Family Type
## 1: aoua1234 aou A'ou 105.8 26.8 Tai-Kadai BOOK
## 2: abaz1241 abq Abaza 42.0 44.2 Abkhaz-Adyge INCOLLECTION
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## 3: abkh1244 abk Abkhaz 41.2 43.1 Abkhaz-Adyge BOOK
## 4: adyg1241 ady Adyghe 39.3 44.0 Abkhaz-Adyge BOOK
## 5: akaj1239 akj Akajeru 93.0 13.2 Great Andamanese BOOK
## ---
## 512: yuec1235 yue Yue Chinese 113.0 23.0 Sino-Tibetan BOOK
## 513: zaiw1241 atb Zaiwa 98.4 24.2 Sino-Tibetan BOOK
## 514: zauz1238 zal Zauzou 98.9 26.5 Sino-Tibetan PHDTHESIS
## 515: zbua1234 Zbu 101.7 32.2 Sino-Tibetan PHDTHESIS
## 516: zeme1240 nzm Zeme Naga 93.6 25.3 Sino-Tibetan PHDTHESIS
## 18 variables not shown: [Author, Year, Title, Publisher, School, Booktitle, Editor, Journal, Pages, Volume, ...]

All the subset sample lects are listed below.

Eurasia <- Phonotacticon %>%
.[Onset != '?' &
Nucleus != '?' &
Coda != '?' &
!grepl('C{2,}', Onset) &
!grepl('C{2,}', Coda) &
!grepl('\\[.{10}.*?\\]\\[.{10}.*?\\]', Onset) &
!grepl('\\[.{10}.*?\\]\\[.{10}.*?\\]', Coda)] %>%
.[, .(Lect, Phoneme, Tone, Onset, Nucleus, Coda)]

Eurasia$Lect

## [1] "A'ou" "Akajeru"
## [3] "Amdo Tibetan" "Angami Naga"
## [5] "Ao Naga" "Archi"
## [7] "Aromanian" "Arpitan"
## [9] "Arvanitika Albanian" "Asho Chin"
## [11] "Assamese" "Asturian-Leonese-Cantabrian"
## [13] "Atong (India)" "Avar"
## [15] "Baba Malay" "Badaga"
## [17] "Bagvalal" "Bantawa"
## [19] "Basque" "Betta Kurumba"
## [21] "Bezhta" "Bih"
## [23] "Bisu" "Biyo"
## [25] "Bodo-Mech" "Bolyu"
## [27] "Bonan" "Budukh"
## [29] "Bugan" "Bujhyal"
## [31] "Bulo Stieng" "Bunan"
## [33] "Burmese" "Burushaski"
## [35] "Cao Miao" "Catalan"
## [37] "Central Bai" "Central Chong"
## [39] "Central Hongshuihe Zhuang" "Central Khmer"
## [41] "Chak" "Chintang"
## [43] "Chitwania Tharu" "Chong of Chanthaburi"
## [45] "Chothe" "Chukchi"
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## [47] "Chut" "Chuvash"
## [49] "Cosao" "Cypriot Arabic"
## [51] "Daai Chin" "Dagur"
## [53] "Daman-Diu Portuguese" "Dandami Maria"
## [55] "Danish" "Daohua"
## [57] "Dari" "Darma"
## [59] "Deori" "Dhimal"
## [61] "Dhivehi" "Domari"
## [63] "Dongxiang" "Duhumbi"
## [65] "Dumi" "Dungan"
## [67] "Duoluo Gelao" "Dutch"
## [69] "Dzongkha" "E"
## [71] "Eastern Katu" "Eastern Kayah"
## [73] "Eastern Magar" "Eastern Newari"
## [75] "Eastern Panjabi" "Eastern Tamang"
## [77] "Enu" "Ersu"
## [79] "Estonian Swedish" "Evenki"
## [81] "Forest Enets" "French"
## [83] "Friulian" "Galo"
## [85] "Gan Chinese" "Gata'"
## [87] "Georgian" "German"
## [89] "Gheg Albanian" "Gilaki"
## [91] "Godoberi" "Godwari"
## [93] "Gujarati" "Gurani"
## [95] "Hakka Chinese" "Halbi"
## [97] "Halh Mongolian" "Hills Karbi"
## [99] "Hindi" "Hinuq"
## [101] "Hmong Njua" "Hokkaido Ainu"
## [103] "Honi" "Hui Chinese"
## [105] "Hungarian" "Icelandic"
## [107] "Ingrian" "Irula of the Nilgiri"
## [109] "Italian" "Iu Mien"
## [111] "Japanese" "Japhug"
## [113] "Jarawa (India)" "Jejueo"
## [115] "Jennu Kurumba" "Jerung"
## [117] "Jinyu Chinese" "Jiongnai Bunu"
## [119] "Kabardian" "Kadar"
## [121] "Kado" "Kaduo"
## [123] "Kashmiri" "Kathmandu Valley Newari"
## [125] "Katso" "Kayan Lahwi"
## [127] "Kazakh" "Kelantan-Pattani Malay"
## [129] "Ket" "Khams Tibetan"
## [131] "Khasi" "Khezha Naga"
## [133] "Khinalug" "Khmu"
## [135] "Kirghiz" "Kirmanjki"
## [137] "Kman" "Kodava"
## [139] "Koi" "Koireng"
## [141] "Komi-Zyrian" "Konda-Dora"
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## [143] "Konkan Marathi" "Korean"
## [145] "Korku" "Korra Koraga"
## [147] "Koryak" "Kotia-Adivasi Oriya-Desiya"
## [149] "Kucong" "Kui (India)"
## [151] "Kumaoni" "Kumarbhag Paharia"
## [153] "Kumyk" "Kurtokha"
## [155] "Kuy" "Kyerung"
## [157] "Lachi" "Ladino"
## [159] "Lahu" "Lak"
## [161] "Lakkia" "Lambadi"
## [163] "Lamjung-Melamchi Yolmo" "Lao"
## [165] "Lashi" "Laven"
## [167] "Laz" "Leh Ladakhi"
## [169] "Lepcha" "Lhomi"
## [171] "Liangmai Naga" "Limbu"
## [173] "Lisu" "Longchuan Achang"
## [175] "Macedonian" "Maithili"
## [177] "Malacca-Batavia Portuguese Creole" "Malavedan"
## [179] "Malayalam" "Manchu"
## [181] "Mandarin Chinese" "Mang"
## [183] "Mangghuer" "Manipuri"
## [185] "Mao Naga" "Maonan"
## [187] "Maram Naga" "Marathi"
## [189] "Marwari (India)" "Mewati"
## [191] "Milang" "Min Bei Chinese"
## [193] "Min Nan Chinese" "Miyako"
## [195] "Mlabri" "Modern Greek"
## [197] "Moken" "Mon"
## [199] "Mongghul" "Moyon"
## [201] "Muduga" "Mulam"
## [203] "Mundari" "Nanai"
## [205] "Narua" "Naukan Yupik"
## [207] "Negidal" "Neo-Mandaic"
## [209] "Nepali" "Nganasan"
## [211] "Nihali" "Nimadi"
## [213] "Nocte Naga" "North Azerbaijani"
## [215] "North-Central Dargwa" "Northeastern Thai"
## [217] "Northern Jinghpaw" "Northern Pashto"
## [219] "Northern Pinghua" "Northern Pumi"
## [221] "Northern Thai" "Northern Yukaghir"
## [223] "Northwestern Kolami" "Nung (Myanmar)"
## [225] "Nuristani Kalasha" "Nyahkur"
## [227] "Odia" "Oki-No-Erabu"
## [229] "Oroch" "Ostfränkisch"
## [231] "Pa-Hng" "Pacoh"
## [233] "Paite Chin" "Pela"
## [235] "Peripheral Mongolian" "Phom Naga"
## [237] "Piemontese" "Pite Saami"
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## [239] "Pnar" "Pontic"
## [241] "Portuguese" "Pu-Xian Chinese"
## [243] "Purik-Sham-Nubra" "Pwo Eastern Karen"
## [245] "Rabha" "Rajbanshi"
## [247] "Ravula" "Russia Buriat"
## [249] "Russian" "Rutul"
## [251] "Sadri" "Sadu"
## [253] "Sakha" "Sangkong"
## [255] "Sani" "Santali"
## [257] "Saurashtra" "Sedang"
## [259] "Selkup" "Semelai"
## [261] "Shixing" "Sholaga"
## [263] "Sichuan Yi" "Sikkimese"
## [265] "Sindhi" "Sinhala"
## [267] "Situ" "Solu-Khumbu Sherpa"
## [269] "Sora" "South Azerbaijani"
## [271] "South Wa" "Southeast Pashayi"
## [273] "Southern Altai" "Southern Amami-Oshima"
## [275] "Southern Jinghpaw" "Southern Pashto"
## [277] "Southern Pumi" "Southern Qiang"
## [279] "Southern Rengma Naga" "Southern Yukaghir"
## [281] "Southwestern Dargwa" "Sri Lanka Malay"
## [283] "Standard Malay" "Stau-Dgebshes"
## [285] "Sui" "Sunwar"
## [287] "Tai Do-Mene-Yo" "Tamil"
## [289] "Tangam" "Tatar"
## [291] "Thado Chin" "Thai"
## [293] "Thakali" "Thangmi"
## [295] "Thulung" "Tibetan"
## [297] "Toda" "Tsat"
## [299] "Tsez" "Tshangla"
## [301] "Tulu" "Tundra Nenets"
## [303] "Tuvinian" "Udihe"
## [305] "Uighur" "Vaagri Booli"
## [307] "Vach-Vasjugan" "Varhadi-Nagpuri"
## [309] "Vietnamese" "Waddar"
## [311] "Wambule" "Wayu"
## [313] "Welsh" "West Yugur"
## [315] "Western Armenian" "Western Magar"
## [317] "Western Muya" "Western Ong-Be"
## [319] "Western Parbate Kham" "Western Puroik"
## [321] "Western Tamang" "Western Xiangxi Miao"
## [323] "Westphalic" "Wu Chinese"
## [325] "Wuding-Luquan Yi" "Wutunhua"
## [327] "Yakkha" "Yerong-Southern Buyang"
## [329] "Yongbei Zhuang" "Youle Jinuo"
## [331] "Yue Chinese" "Zaiwa"
## [333] "Zauzou" "Zbu"
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## [335] "Zeme Naga"

Make a list of lects and their geographical coordinates.

Lect_LonLat <- Phonotacticon %>%
.[Lect %in% Eurasia$Lect] %>%
.[, .(Lect, lon, lat)]

Lect_LonLat

## Lect lon lat
## 1: A'ou 105.8 26.8
## 2: Akajeru 93.0 13.2
## 3: Amdo Tibetan 100.5 34.5
## 4: Angami Naga 93.9 25.7
## 5: Ao Naga 94.4 26.3
## ---
## 331: Yue Chinese 113.0 23.0
## 332: Zaiwa 98.4 24.2
## 333: Zauzou 98.9 26.5
## 334: Zbu 101.7 32.2
## 335: Zeme Naga 93.6 25.3

Load map data.

map <- map_data("world")

head(map)

## long lat group order region subregion
## 1 -69.9 12.5 1 1 Aruba <NA>
## 2 -69.9 12.4 1 2 Aruba <NA>
## 3 -69.9 12.4 1 3 Aruba <NA>
## 4 -70.0 12.5 1 4 Aruba <NA>
## 5 -70.1 12.5 1 5 Aruba <NA>
## 6 -70.1 12.6 1 6 Aruba <NA>

Create a map of Eurasia.

EurasiaMap <- ggplot(map, aes(x = long, y = lat)) +
geom_polygon(aes(group = group),

fill = "white",
color = "darkgrey",
size = 0.2) +

coord_map("ortho",
orientation = c(20, 70, 0),
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xlim = c(10, 130),
ylim = c(0, 90)) +

theme_void()

EurasiaMap

Modified version of PanPhon.

PanPhon <- fread("PanPhonPhonotacticon1_0.csv") %>%
as.data.table() %>%
unique(by = 'ipa')

PanPhon

## ipa syl son cons cont delrel lat nas strid voi sg cg ant cor distr
## 1: q -1 -1 1 -1 -1 -1 -1 0 -1 -1 -1 -1 -1 0
## 2: q̟ -1 -1 1 -1 -1 -1 -1 0 -1 -1 -1 -1 -1 0
## 3: q̠ -1 -1 1 -1 -1 -1 -1 0 -1 -1 -1 -1 -1 0
## 4: ɢ -1 -1 1 -1 -1 -1 -1 0 1 -1 -1 -1 -1 0
## 5: ɢ̟ -1 -1 1 -1 -1 -1 -1 0 1 -1 -1 -1 -1 0
## ---
## 20241: ⁿx̩⁺ 1 0 1 1 -1 -1 0 0 -1 -1 -1 -1 -1 0
## 20242: ⁿɣ̩⁺ 1 0 1 1 -1 -1 0 0 1 -1 -1 -1 -1 0
## 20243: ʡ⁺ -1 -1 1 -1 -1 -1 -1 0 -1 -1 -1 -1 -1 0
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## 20244: t̪͡s̪ʼʷː⁺ -1 -1 1 -1 1 -1 -1 0 -1 -1 1 1 1 1
## 20245: t͡sʼʷː⁺ -1 -1 1 -1 1 -1 -1 0 -1 -1 1 1 1 -1
## lab
## 1: -1
## 2: -1
## 3: -1
## 4: -1
## 5: -1
## ---
## 20241: -1
## 20242: -1
## 20243: -1
## 20244: -1
## 20245: -1
## 7 variables not shown: [hi, lo, back, round, velaric, tense, long]

Check if all phonemic transcriptions are present in PanPhon.

Transcriptions <- Eurasia$Phoneme %>%
str_split_fixed(pattern = ' ', n = Inf) %>%
as.data.table() %>%
melt(measure.vars = colnames(.)) %>%
select(-variable) %>%
filter(value != '') %>%
distinct() %>%
mutate(Correct = value %in% PanPhon$ipa)

all(Transcriptions$Correct)

## [1] TRUE

Define a function making a booktabs code.

booktabs <- function(x, y) {
addtorow <- list()
addtorow$pos <- list(-1, 0, nrow(x))
addtorow$command <- c('\\toprule ', '\\midrule ', '\\bottomrule ')
print(x,

file = y,
include.rownames = FALSE,
add.to.row = addtorow,
hline.after = NULL)

}

Sequences of each lect

In this section, I will analyze the sequences of each lect.
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Arrange PanPhon segments in alphabetical order.

PanPhonOrder <- PanPhon$ipa[
order(-nchar(PanPhon$ipa),
PanPhon$ipa)]

head(PanPhonOrder, 10)

## [1] "h͡d̪͡ɮ̪ʲʷ⁺" "h͡d̪͡ɮ̪ʷː⁺" "h͡d̪͡ɮ̪ʷˠ⁺" "h͡d̪͡ɮ̪ʷˤ⁺" "h͡d̪͡z̪ʲʷ⁺" "h͡d̪͡z̪ʷː⁺" "h͡d̪͡z̪ʷˠ⁺" "h͡d̪͡z̪ʷˤ⁺"
## [9] "h͡t̪͡ɬ̪ʲʷ⁺" "h͡t̪͡ɬ̪ʷː⁺"

Create a regex line of PanPhon in order to split the segments from sequences.

PanPhonRegex <- paste0("(?:",
paste(PanPhonOrder, collapse="|"),
'|B|C|Č|F|G|Ł|L|N|O|P|R|S|T|V|W|X|Z',
")")

str_trunc(PanPhonRegex, 100)

## [1] "(?:h͡d̪͡ɮ̪ʲʷ⁺|h͡d̪͡ɮ̪ʷː⁺|h͡d̪͡ɮ̪ʷˠ⁺|h͡d̪͡ɮ̪ʷˤ⁺|h͡d̪͡z̪ʲʷ⁺|h͡d̪͡z̪ʷː⁺|h͡d̪͡z̪ʷˠ⁺|h͡d̪͡z̪ʷˤ⁺|h͡t̪͡ɬ..."

Create PanPhon regex including brackets, in order to detect segments within brackets (e. g.
[ptk] meaning “/p/, /t/, or /k/”.).

PanPhonRegexBrackets <- paste0('(?:',
'(?<=\\[).*?(?=\\])|',
paste(PanPhonOrder, collapse="|"),
'|B|C|Č|F|G|Ł|L|N|O|P|R|S|T|V|W|X|Z',
')')

str_trunc(PanPhonRegexBrackets, 100)

## [1] "(?:(?<=\\[).*?(?=\\])|h͡d̪͡ɮ̪ʲʷ⁺|h͡d̪͡ɮ̪ʷː⁺|h͡d̪͡ɮ̪ʷˠ⁺|h͡d̪͡ɮ̪ʷˤ⁺|h͡d̪͡z̪ʲʷ⁺|h͡d̪͡z̪ʷː⁺|h͡d̪͡z̪ʷˠ⁺|..."

Define “classes”, i. e. underspecified segments transcribed in capitals (e. g. P for plosives).

Classes <- PanPhon %>%
mutate(B = cons == 1 & lab == 1,

C = cons == 1,
Č = cons == 1 & delrel == 1 & son == -1 & cont == -1,
`F` = cons == 1 & cont == 1 & son == -1,
G = grepl('j|w|ɥ|ɰ', ipa),
Ł = cons == 1 & cor == 1 & lat == 1,
L = cons == 1 & cont == 1 & cor == 1 & son == 1,
N = nas == 1 & syl == -1,

106 APPENDIX



P = cons == 1 & cont == -1 & delrel == -1 & son == -1,
R = cont == 1 & son == 1 & syl == -1 & !grepl('h|ɦ', ipa),
S = cons == 1 & cont == 1 & cor == 1 & son == -1,
`T` = cons == 1 & son != 1,
V = cons == -1 & cont == 1 & son == 1 & syl == 1,
W = syl == -1 & voi == 1,
X = syl == -1 & voi == -1,
Z = cont == 1 & syl == -1) %>%

select(ipa, B, C, Č, `F`, G, Ł, L, N, P, R, S, `T`, V, W, X, Z) %>%
pivot_longer(cols = -ipa,
names_to = 'Class',
values_to = 'Value') %>%

filter(Value) %>%
select(-Value)

Classes

## # A tidytable: 82,983 x 2
## ipa Class
## <chr> <chr>
## 1 p B
## 2 p̟ B
## 3 p̠ B
## 4 b B
## 5 b̟ B
## 6 b̠ B
## 7 pː B
## 8 bː B
## 9 p͡t B
## 10 p͡t̟ B
## # i 82,973 more rows

Extract phonemes from the phonemic inventories.

Phonemes <- stri_extract_all_regex(Eurasia$Phoneme,
pattern = PanPhonRegex,
simplify = TRUE) %>%

as.data.table() %>%
mutate(Lect = Eurasia$Lect) %>%
melt(id.vars = 'Lect',

variable.name = 'Number',
value.name = 'ipa') %>%

select(-Number) %>%
filter(ipa != '')

Phonemes

## Lect ipa
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## 1: A'ou p
## 2: Akajeru p
## 3: Amdo Tibetan p
## 4: Angami Naga p
## 5: Ao Naga p
## ---
## 13089: Bagvalal oː
## 13090: Bagvalal a
## 13091: Bagvalal aː
## 13092: Bagvalal ã
## 13093: Bagvalal ãː

Subset lect, onsets, nuclei, and codas from Phonotacticon.

LectONC <- Eurasia %>%
.[, .(Lect, Onset, Nucleus, Coda)] %>%
melt(id.vars = 'Lect',

variable.name = 'Category',
value.name = 'Sequence')

LectONC

## Lect Category
## 1: A'ou Onset
## 2: Akajeru Onset
## 3: Amdo Tibetan Onset
## 4: Angami Naga Onset
## 5: Ao Naga Onset
## ---
## 1001: Yue Chinese Coda
## 1002: Zaiwa Coda
## 1003: Zauzou Coda
## 1004: Zbu Coda
## 1005: Zeme Naga Coda
## 1 variable not shown: [Sequence]

Extract the sequences from onset, nucleus, and coda categories.

Sequences <- LectONC[, tstrsplit(Sequence, ' ', fixed = FALSE)] %>%
.[, c('Lect', 'Category') := .(LectONC$Lect, LectONC$Category)] %>%
melt(id.vars = c('Lect', 'Category'),

variable.name = 'Number',
value.name = 'Sequence') %>%

.[, -c('Number')] %>%

.[!is.na(Sequence)] %>%
distinct()

Sequences
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## Lect Category Sequence
## 1: A'ou Onset p
## 2: Akajeru Onset #
## 3: Amdo Tibetan Onset #
## 4: Angami Naga Onset #
## 5: Ao Naga Onset #
## ---
## 28577: Japhug Onset lʁ
## 28578: Japhug Onset t͡ɕʁ
## 28579: Japhug Onset t͡ɕʰrʁ
## 28580: Japhug Onset rʁ
## 28581: Japhug Onset jʁ

Subset sequences that include underspecified segments (transcribed in capital letters).

Capitals <-
Sequences %>%
.[grepl('B|C|Č|F|G|Ł|L|N|O|P|R|S|T|V|W|X|Z', Sequence)] %>%
.[, -c('Category')] %>%
distinct()

Capitals

## Lect Sequence
## 1: Archi C
## 2: Avar C
## 3: Bagvalal C
## 4: Lak C
## 5: Rutul C
## ---
## 266: Georgian ČPR
## 267: Georgian ČFR
## 268: Georgian FPR
## 269: Georgian FČR
## 270: Georgian PFFR

Convert the capital letters into the corresponding phonemes in each lect. For example, P (“plo-
sive”) in Italian is converted to all the plosive phonemes in Italian phonemic inventory.

Decapitalized <-
stri_extract_all_regex(Capitals$Sequence,

pattern = PanPhonRegex,
simplify = TRUE) %>%

as.data.table() %>%
.[, c('Lect', 'Sequence') :=
.(Capitals$Lect, Sequence = Capitals$Sequence)] %>%

melt(id.vars = c('Lect', 'Sequence'),
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variable.name = 'Order',
value.name = 'Class') %>%

.[, Order := as.integer(as.factor(Order))] %>%

.[Class != ''] %>%
merge(Classes, all = TRUE, allow.cartesian = TRUE) %>%
.[, ipa := if_else(is.na(ipa), Class, ipa)] %>%
.[, -c('Class')] %>%
merge(Phonemes) %>%
setorder(col = Order) %>%
split(by = c('Lect', 'Sequence')) %>%
lapply(function(x)

split(x, by = 'Order')) %>%
lapply(function(x)
lapply(x, function(x)
x <- x$ipa)) %>%

lapply(function(x)
expand.grid(x) %>%
do.call(what = paste0)) %>%

enframe() %>%
unnest() %>%
as.data.table() %>%
separate(col = name,

into = c('Lect', 'Sequence'),
sep = '\\.') %>%

setnames('value', 'NewSequence') %>%
merge(Sequences, all = TRUE) %>%
mutate(Sequence =

if_else(!is.na(NewSequence),
NewSequence,
Sequence)) %>%

.[, -c('NewSequence')]

Decapitalized

## # A tidytable: 45,165 x 3
## Lect Sequence Category
## <chr> <chr> <fct>
## 1 A'ou # Coda
## 2 A'ou a Nucleus
## 3 A'ou ai Nucleus
## 4 A'ou aɯ Nucleus
## 5 A'ou bl Onset
## 6 A'ou d Onset
## 7 A'ou e Nucleus
## 8 A'ou ei Nucleus
## 9 A'ou f Onset
## 10 A'ou h Onset
## # i 45,155 more rows
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Split the sequences into segments, including bracketed segments (such as [ptk] for “/p/, /t/, or
/k/.).

ToUnbracket <- stri_extract_all_regex(Decapitalized$Sequence,
pattern = PanPhonRegexBrackets,
simplify = TRUE) %>%

as.data.table() %>%
mutate(Lect = Decapitalized$Lect,

Category = Decapitalized$Category,
Sequence = Decapitalized$Sequence) %>%

melt(id = c('Lect', 'Category', 'Sequence'),
variable.name = 'Order',
value.name = 'ipa') %>%

mutate(Order = Order %>%
as.factor() %>%
as.integer()) %>%

filter(ipa != "")

ToUnbracket

## Lect Category Sequence Order ipa
## 1: A'ou Coda # 1 #
## 2: A'ou Nucleus a 1 a
## 3: A'ou Nucleus ai 1 a
## 4: A'ou Nucleus aɯ 1 a
## 5: A'ou Onset bl 1 b
## ---
## 80877: Ostfränkisch Coda ntʃtʃt 6 t
## 80878: Ostfränkisch Coda ʁksʰtʃt 6 t
## 80879: Ostfränkisch Coda ʁltʃtsʰ 6 sʰ
## 80880: Ostfränkisch Coda ʁntʃtsʰ 6 sʰ
## 80881: Ostfränkisch Coda ʁpsʰtʃt 6 t

Subset bracketed sequences.

Bracketed <- ToUnbracket %>%
filter(grepl('\\[', Sequence))

Bracketed

## Lect Category
## 1: Bezhta Coda
## 2: Central Chong Onset
## 3: Eastern Katu Onset
## 4: Gurani Onset
## 5: Kazakh Coda
## ---
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## 14: Kazakh Coda
## 15: Laven Onset
## 16: Piemontese Coda
## 17: Thulung Onset
## 18: Western Puroik Onset
## 3 variables not shown: [Sequence, Order, ipa]

Convert the bracketed sequences into all logically possible sequences. For example, Laven’s
sequence [bdɟɡ] [rl] is converted into /br/, /bl/, /dr/, /dl/, /ɟr/ /ɟl/, /ɡr/, and /ɡl/.

Unbracketed <- Bracketed$ipa %>%
stri_extract_all_regex(pattern = PanPhonRegex, simplify = TRUE) %>%
as.data.table() %>%
mutate(Sequence = Bracketed$Sequence,

Order = Bracketed$Order) %>%
melt(id.vars = c('Sequence', 'Order'),

variable.name = 'Number',
value.name = 'ipa') %>%

filter(ipa != '') %>%
select(-Number) %>%
setorder(col = Order) %>%
split(by = 'Sequence') %>%
lapply(function(x)
split(x, by = 'Order')) %>%
lapply(function(x)
lapply(x, function(x)
x <- x$ipa)) %>%

lapply(function(x)
expand.grid(x) %>%
do.call(what = paste0)) %>%

enframe() %>%
unnest() %>%
setnames(c('name', 'value'),

c('Sequence', 'NewSequence')) %>%
as.data.table()

Unbracketed

## Sequence NewSequence
## 1: [mnwjlr][pbpʼtdtʼt͡st͡sʼszc͡çc͡çʼçʝt͡ɬt͡ɬʼɬkɡkʼqqʼχʁħʕʔhmnwjlr] mp
## 2: [mnwjlr][pbpʼtdtʼt͡st͡sʼszc͡çc͡çʼçʝt͡ɬt͡ɬʼɬkɡkʼqqʼχʁħʕʔhmnwjlr] np
## 3: [mnwjlr][pbpʼtdtʼt͡st͡sʼszc͡çc͡çʼçʝt͡ɬt͡ɬʼɬkɡkʼqqʼχʁħʕʔhmnwjlr] wp
## 4: [mnwjlr][pbpʼtdtʼt͡st͡sʼszc͡çc͡çʼçʝt͡ɬt͡ɬʼɬkɡkʼqqʼχʁħʕʔhmnwjlr] jp
## 5: [mnwjlr][pbpʼtdtʼt͡st͡sʼszc͡çc͡çʼçʝt͡ɬt͡ɬʼɬkɡkʼqqʼχʁħʕʔhmnwjlr] lp
## ---
## 468: [pbtdkɡ][rl] bl
## 469: [pbtdkɡ][rl] tl
## 470: [pbtdkɡ][rl] dl
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## 471: [pbtdkɡ][rl] kl
## 472: [pbtdkɡ][rl] ɡl

Join the unbracketed sequences into the whole list of sequences. Then split the sequences into
segments (e. g. /pl/ into /p/ and /l/).

Segments <-
stri_extract_all_regex(
Unbracketed$NewSequence,
pattern = PanPhonRegex,
simplify = TRUE) %>%
as.data.table() %>%
mutate(Sequence = Unbracketed$Sequence,

NewSequence = Unbracketed$NewSequence) %>%
pivot_longer(cols = -c(Sequence, NewSequence),

names_to = 'Order',
values_to = 'NewIPA') %>%

mutate(Order = Order %>%
as.factor() %>%
as.integer()) %>%

filter(NewIPA != '') %>%
full_join(ToUnbracket) %>%
mutate(Sequence =

if_else(
!is.na(NewSequence),
NewSequence,
Sequence),

ipa =
if_else(
!is.na(NewIPA),
NewIPA,
ipa)) %>%

select(-NewSequence, -NewIPA) %>%
as.data.table()

## Joining with `by = join_by(Sequence, Order)`

Segments

## Sequence Order Lect Category ipa
## 1: mp 1 Bezhta Coda m
## 2: np 1 Bezhta Coda n
## 3: wp 1 Bezhta Coda w
## 4: jp 1 Bezhta Coda j
## 5: lp 1 Bezhta Coda l
## ---
## 81803: ntʃtʃt 6 Ostfränkisch Coda t
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## 81804: ʁksʰtʃt 6 Ostfränkisch Coda t
## 81805: ʁltʃtsʰ 6 Ostfränkisch Coda sʰ
## 81806: ʁntʃtsʰ 6 Ostfränkisch Coda sʰ
## 81807: ʁpsʰtʃt 6 Ostfränkisch Coda t

Length of sequences

In this section, I will measure the length of each sequence, where length is the number of seg-
ments that consist a sequence.

Measure the length of each sequence, in terms of the number of segments involved.

Sequences_length <- Segments %>%
.[, .(Length = max(Order)), by = .(Lect, Category, Sequence)]

Sequences_length

## Lect Category Sequence Length
## 1: Bezhta Coda mp 2
## 2: Bezhta Coda np 2
## 3: Bezhta Coda wp 2
## 4: Bezhta Coda jp 2
## 5: Bezhta Coda lp 2
## ---
## 45619: Zeme Naga Onset ŋ 1
## 45620: Zeme Naga Nucleus ə 1
## 45621: Zeme Naga Nucleus əi 2
## 45622: Zeme Naga Nucleus əu 2
## 45623: Zeme Naga Onset ɡ 1

Join the length of each sequence to segments.

Segments <- left_join(Segments, Sequences_length)

## Joining with `by = join_by(Sequence, Lect, Category)`

Segments

## Sequence Order Lect Category ipa Length
## 1: mp 1 Bezhta Coda m 2
## 2: np 1 Bezhta Coda n 2
## 3: wp 1 Bezhta Coda w 2
## 4: jp 1 Bezhta Coda j 2
## 5: lp 1 Bezhta Coda l 2
## ---
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## 81803: ntʃtʃt 6 Ostfränkisch Coda t 6
## 81804: ʁksʰtʃt 6 Ostfränkisch Coda t 6
## 81805: ʁltʃtsʰ 6 Ostfränkisch Coda sʰ 6
## 81806: ʁntʃtsʰ 6 Ostfränkisch Coda sʰ 6
## 81807: ʁpsʰtʃt 6 Ostfränkisch Coda t 6

Distance between sequences

In this section, I will show how I measure the distance between two sequences, e. g. between
/pl/ and /spl/.

Count the maximal length of all sequences.

MaxLength <- max(Sequences_length$Length)

MaxLength

## [1] 6

Count the number of all the split segments.

Segments_number <- nrow(Segments)

Segments_number

## [1] 81807

In order to measure the distance between two sequences of different length. I assign different
“positions” to each sequence. As the maximal length of all sequences is six, a sequence of only
one segment has six positions within these six slots (from 0 to 5).

Sequences_rep <- bind_rows(rep(list(Segments), MaxLength)) %>%
mutate(Position = rep(0:(MaxLength - 1),

each = Segments_number)) %>%
mutate(Order = Order + Position) %>%
filter(Length + Position <= MaxLength) %>%
select(-Length)

Sequences_rep

## Sequence Order Lect Category ipa Position
## 1: mp 1 Bezhta Coda m 0
## 2: np 1 Bezhta Coda n 0
## 3: wp 1 Bezhta Coda w 0
## 4: jp 1 Bezhta Coda j 0
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## 5: lp 1 Bezhta Coda l 0
## ---
## 397684: z 6 Zeme Naga Onset z 5
## 397685: ŋ 6 Zeme Naga Coda ŋ 5
## 397686: ŋ 6 Zeme Naga Onset ŋ 5
## 397687: ə 6 Zeme Naga Nucleus ə 5
## 397688: ɡ 6 Zeme Naga Onset ɡ 5

Join segments with their phonological features (retrieved from PanPhon). Each feature is as-
signed the value of the position.

Sequences_features <- Sequences_rep %>%
left_join(PanPhon, by = 'ipa') %>%

melt(id = c('Lect',
'Category',
'Sequence',
'Order',
'ipa',
'Position'),

variable.name = 'Feature',
value.name = 'Value') %>%

mutate(Feature = paste0(Feature, Order)) %>%
dcast(Lect + Category + Sequence + Position ~ Feature,

value.var = 'Value',
fun.aggregate = sum,
fill = 0) %>%

mutate(SequencePosition = paste0(Sequence, Position)) %>%
select(-Lect, -Category, -Position, -Sequence) %>%
distinct()

Sequences_features

## ant1 ant2 ant3 ant4 ant5 ant6 back1 back2 back3 back4 back5 back6 cg1
## 1: 1 1 0 0 0 0 -1 -1 0 0 0 0 -1
## 2: 0 1 1 0 0 0 0 -1 -1 0 0 0 0
## 3: 0 0 1 1 0 0 0 0 -1 -1 0 0 0
## 4: 0 0 0 1 1 0 0 0 0 -1 -1 0 0
## 5: 0 0 0 0 1 1 0 0 0 0 -1 -1 0
## ---
## 60400: 0 -1 0 0 0 0 0 1 0 0 0 0 0
## 60401: 0 0 -1 0 0 0 0 0 1 0 0 0 0
## 60402: 0 0 0 -1 0 0 0 0 0 1 0 0 0
## 60403: 0 0 0 0 -1 0 0 0 0 0 1 0 0
## 60404: 0 0 0 0 0 -1 0 0 0 0 0 1 0
## cg2
## 1: -1
## 2: -1
## 3: 0
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## 4: 0
## 5: 0
## ---
## 60400: -1
## 60401: 0
## 60402: 0
## 60403: 0
## 60404: 0
## 119 variables not shown: [cg3, cg4, cg5, cg6, cons1, cons2, cons3, cons4, cons5, cons6, ...]

Calculate the Saporta distance between each pair of sequences.

Sequences_distance <- Sequences_features %>%
select(-SequencePosition) %>%
Dist(method = 'manhattan') %>%
as.data.table()

Sequences_distance[1:10, 1:10]

## V1 V2 V3 V4 V5 V6 V7 V8 V9 V10
## 1: 0 50 78 78 78 25 25 59 59 59
## 2: 50 0 50 78 78 59 25 25 59 59
## 3: 78 50 0 50 78 59 59 25 25 59
## 4: 78 78 50 0 50 59 59 59 25 25
## 5: 78 78 78 50 0 59 59 59 59 25
## 6: 25 59 59 59 59 0 40 40 40 40
## 7: 25 25 59 59 59 40 0 40 40 40
## 8: 59 25 25 59 59 40 40 0 40 40
## 9: 59 59 25 25 59 40 40 40 0 40
## 10: 59 59 59 25 25 40 40 40 40 0

In order to name the rows and the columns of the distance matrix, create a vector of all sequences
in different positions.

SequenceVectors <-
str_replace(Sequences_features$SequencePosition, '[0-9]', '')

head(SequenceVectors, 10)

## [1] "bl" "bl" "bl" "bl" "bl" "d" "d" "d" "d" "d"

Use this vector to name the rows and the columns of the distance matrix.

Sequences_distance[, Sequence := SequenceVectors]

setcolorder(Sequences_distance,
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c(ncol(Sequences_distance), 1:(ncol(Sequences_distance) - 1)))

setnames(Sequences_distance, c('Sequence', Sequences_features$SequencePosition))

Sequences_distance[1:10, 1:10]

## Sequence bl0 bl1 bl2 bl3 bl4 d0 d1 d2 d3
## 1: bl 0 50 78 78 78 25 25 59 59
## 2: bl 50 0 50 78 78 59 25 25 59
## 3: bl 78 50 0 50 78 59 59 25 25
## 4: bl 78 78 50 0 50 59 59 59 25
## 5: bl 78 78 78 50 0 59 59 59 59
## 6: d 25 59 59 59 59 0 40 40 40
## 7: d 25 25 59 59 59 40 0 40 40
## 8: d 59 25 25 59 59 40 40 0 40
## 9: d 59 59 25 25 59 40 40 40 0
## 10: d 59 59 59 25 25 40 40 40 40

As I have shown above, I need to choose the minimal distance between two sequences mapped
onto each other in different positions. Thus I calculate the minimal distance per each sequence
pair.

Make a vector of all sequences.

AllSequences <- unique(Segments$Sequence)

head(AllSequences)

## [1] "mp" "np" "wp" "jp" "lp" "rp"

Calculate the minimal distance of every sequence to each sequence.

for (i in AllSequences){

csv_name <- paste0('~/Phonotacticon/Sequences/', i, '.csv')

OneSequence <-
Sequences_distance[Sequence == i] %>%
melt(id.vars = 'Sequence',

variable.name = 'i.Sequence',
value.name = 'Distance') %>%

.[, i.Sequence := gsub('[0-9]', '', i.Sequence)] %>%

.[, .(Distance = min(Distance)),
by = .(i.Sequence)] %>%
.[, Sequence := i]

fwrite(OneSequence, csv_name)
}
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Make a list of the sequence file names.

Sequences_file_list <-
list.files(path = '~/Phonotacticon/Sequences',

pattern = '.*')

head(Sequences_file_list)

## [1] "#.csv" "a.csv" "ă.csv" "ã.csv" "ã̰.csv" "a̰.csv"

Read them into a data table.

Sequences_MinDistance <-
map_df(Sequences_file_list, ~ fread(paste0('~/Phonotacticon/Sequences/', .x))) %>%
as.data.table()

Sequences_MinDistance

## i.Sequence Distance Sequence
## 1: bl 39 #
## 2: d 20 #
## 3: f 20 #
## 4: h 19 #
## 5: j 19 #
## ---
## 187361340: ⁿd͡zw 27 χχ
## 187361341: ⁿd͡ʑw 27 χχ
## 187361342: ⁿŋɡ 16 χχ
## 187361343: ⁿɟw 22 χχ
## 187361344: ⁿɡʷ 29 χχ

Sequences that are the most similar to /pl/.

pl <- Sequences_MinDistance %>%
filter(Sequence == 'pl') %>%
arrange(Distance)

pl %>%
.[1:20] %>%
.[, Sequence := NULL] %>%
setnames(old = 'i.Sequence', new = 'Sequence') %>%
xtable(type = 'latex',

label = 'pl',
caption = 'Sequences the most similar to /pl/') %>%

booktabs('pl.tex')

pl
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## i.Sequence Distance Sequence
## 1: pl 0 pl
## 2: p⁺l 1 pl
## 3: bl 2 pl
## 4: pʰl 2 pl
## 5: pl̥ 2 pl
## ---
## 13684: ltsʰtʃt 93 pl
## 13685: ntsʰtʃt 93 pl
## 13686: ʁksʰtʃt 93 pl
## 13687: ltʃtʃt 95 pl
## 13688: ntʃtʃt 95 pl

Sequences that are the most similar to /ia/.

ia <- Sequences_MinDistance %>%
filter(Sequence == 'ia') %>%
arrange(Distance)

ia %>%
.[1:20] %>%
.[, Sequence := NULL] %>%
setnames(old = 'i.Sequence', new = 'Sequence') %>%
xtable(type = 'latex',

label = 'ia',
caption = 'Sequences the most similar to /ia/') %>%

booktabs('ia.tex')

ia

## i.Sequence Distance Sequence
## 1: ia 0 ia
## 2: iă 0 ia
## 3: iæ 0 ia
## 4: ie 2 ia
## 5: ea 2 ia
## ---
## 13684: ltsʰtʃt 110 ia
## 13685: ltʃtʃt 110 ia
## 13686: ʁksʰtʃt 110 ia
## 13687: ntsʰtʃt 112 ia
## 13688: ntʃtʃt 112 ia

Distance between lects

In this section, I will show how I measure the phonological distance between two lects.

Redefine sequences with new (decapitalized and unbracketed) sequences.
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NewSequences <- Segments %>%
select(Lect, Category, Sequence)

NewSequences

## Lect Category Sequence
## 1: Bezhta Coda mp
## 2: Bezhta Coda np
## 3: Bezhta Coda wp
## 4: Bezhta Coda jp
## 5: Bezhta Coda lp
## ---
## 81803: Ostfränkisch Coda ntʃtʃt
## 81804: Ostfränkisch Coda ʁksʰtʃt
## 81805: Ostfränkisch Coda ʁltʃtsʰ
## 81806: Ostfränkisch Coda ʁntʃtsʰ
## 81807: Ostfränkisch Coda ʁpsʰtʃt

Split the data.table of sequences into separate lects.

for (i in Eurasia$Lect){
csv_name <- paste0('~/Phonotacticon/Lects/', i, '.csv')

Lect <- NewSequences[Lect == i]

fwrite(Lect, csv_name)
}

Assign every onset/nucleus/coda sequence to every other onset/nucleus/coda sequence.

for (i in Eurasia$Lect){
csv_name <- paste0('~/Phonotacticon/Lects/', i, '.csv')

Lect <- fread(csv_name) %>%
as.data.table() %>%
.[Sequences_MinDistance, on = .(Sequence), nomatch = 0]

fwrite(Lect, csv_name)
}

Calculate the minimal distance between the onset/nucleus/coda inventory of each pair of lects.

for (i in Eurasia$Lect){

csv_name <- paste0('~/Phonotacticon/Lects/', i, '.csv')
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Lect <-
fread(csv_name) %>%
as.data.table() %>%
.[NewSequences,
on = .(Category,

i.Sequence = Sequence),
allow.cartesian = TRUE] %>%
.[, .(Distance = min(Distance)),
by = .(i.Lect, Sequence, Category)] %>%
.[, .(Distance = mean(Distance)),

by = .(i.Lect, Category)]

Lect$Lect <- i

fwrite(Lect, csv_name)

}

Make a list of .csv file names.

Lects_file_list <-
list.files(path = '~/Phonotacticon/Lects',

pattern = '.*')

head(Lects_file_list)

## [1] "A'ou.csv" "Akajeru.csv" "Amdo Tibetan.csv" "Angami Naga.csv"
## [5] "Ao Naga.csv" "Archi.csv"

Read the .csv files into a data.table.

ONC_distance_mean <-
map_df(Lects_file_list, ~ fread(paste0('~/Phonotacticon/Lects/', .x))) %>%
as.data.table()

ONC_distance_mean

## i.Lect Category Distance Lect
## 1: Bezhta Coda 1.33 A'ou
## 2: Central Chong Onset 2.11 A'ou
## 3: Eastern Katu Onset 2.39 A'ou
## 4: Gurani Onset 2.81 A'ou
## 5: Kazakh Coda 0.00 A'ou
## ---
## 336671: Zbu Coda 1.29 Zeme Naga
## 336672: Zbu Nucleus 9.67 Zeme Naga
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## 336673: Zeme Naga Onset 0.00 Zeme Naga
## 336674: Zeme Naga Coda 0.00 Zeme Naga
## 336675: Zeme Naga Nucleus 0.00 Zeme Naga

In order to create a data.table of lect pairs, make a dummy column.

LectDummy <- Lect_LonLat %>%
.[, Dummy := 'Dummy']

LectDummy

Create a data.table of lect pairs.

Lect_vs_Lect <- LectDummy %>%
.[LectDummy, on = 'Dummy', allow.cartesian = TRUE] %>%
.[, Lect_vs_Lect := str_c(pmin(as.character(Lect), as.character(i.Lect)),

'vs.',
pmax(as.character(Lect), as.character(i.Lect)),
sep = ' ')] %>%

.[, -c('Dummy')]

Lect_vs_Lect

## Lect lon lat i.Lect i.lon i.lat Lect_vs_Lect
## 1: A'ou 105.8 26.8 A'ou 105.8 26.8 A'ou vs. A'ou
## 2: Akajeru 93.0 13.2 A'ou 105.8 26.8 A'ou vs. Akajeru
## 3: Amdo Tibetan 100.5 34.5 A'ou 105.8 26.8 A'ou vs. Amdo Tibetan
## 4: Angami Naga 93.9 25.7 A'ou 105.8 26.8 A'ou vs. Angami Naga
## 5: Ao Naga 94.4 26.3 A'ou 105.8 26.8 A'ou vs. Ao Naga
## ---
## 112221: Yue Chinese 113.0 23.0 Zeme Naga 93.6 25.3 Yue Chinese vs. Zeme Naga
## 112222: Zaiwa 98.4 24.2 Zeme Naga 93.6 25.3 Zaiwa vs. Zeme Naga
## 112223: Zauzou 98.9 26.5 Zeme Naga 93.6 25.3 Zauzou vs. Zeme Naga
## 112224: Zbu 101.7 32.2 Zeme Naga 93.6 25.3 Zbu vs. Zeme Naga
## 112225: Zeme Naga 93.6 25.3 Zeme Naga 93.6 25.3 Zeme Naga vs. Zeme Naga

Assign the lect pair column to the mean distances and then detect the maximal distance between
the Lect A vs. Lect B pair and the Lect B vs. Lect A pair. The result is the onset/nucleus/coda
distance between each pair of lects.

ONC_distance <-
ONC_distance_mean %>%
.[Lect_vs_Lect, on = .(Lect, i.Lect)] %>%
.[, .(Lect_vs_Lect, Category, Distance)] %>%
.[, .(Distance = max(Distance)),
by = .(Lect_vs_Lect, Category)] %>%
dcast(., Lect_vs_Lect ~ Category, value.var = 'Distance') %>%

APPENDIX 123



relocate(Lect_vs_Lect, Onset, Nucleus, Coda)

ONC_distance %>%
sample_n(5) %>%
xtable(type = 'latex',

label = 'ONCsample',
caption = 'Five random lect pairs and their onset, nucleus, and coda distances') %>%

booktabs('ONC.tex')

ONC_distance

## Lect_vs_Lect Onset Nucleus Coda
## 1: A'ou vs. A'ou 0.00 0.00 0.00
## 2: A'ou vs. Akajeru 3.83 4.72 5.59
## 3: A'ou vs. Amdo Tibetan 8.40 20.80 5.00
## 4: A'ou vs. Angami Naga 2.42 10.36 13.00
## 5: A'ou vs. Ao Naga 3.83 10.20 5.00
## ---
## 56276: Zauzou vs. Zbu 19.48 9.63 17.73
## 56277: Zauzou vs. Zeme Naga 2.08 4.41 16.57
## 56278: Zbu vs. Zbu 0.00 0.00 0.00
## 56279: Zbu vs. Zeme Naga 19.89 9.67 3.00
## 56280: Zeme Naga vs. Zeme Naga 0.00 0.00 0.00

Distance of tones

Next, I calculate the distance between the tonality of each pair of lects.

Count the number of tones in each lect.

Tones <- Eurasia %>%
.[, .(Lect, Tone)] %>%
.[, Tone := gsub("\\-", NA, Tone)] %>%
.[, Tone := str_count(Tone, " ") + 1]

Tones[is.na(Tones$Tone),]$Tone <- 0

Tones

## Lect Tone
## 1: A'ou 4
## 2: Akajeru 0
## 3: Amdo Tibetan 0
## 4: Angami Naga 5
## 5: Ao Naga 3
## ---
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## 331: Yue Chinese 6
## 332: Zaiwa 4
## 333: Zauzou 6
## 334: Zbu 2
## 335: Zeme Naga 2

Calculate the Canberra distance between the numbers of tones of each pair of lects.

Tones_distance <- Tones %>%
.[, -c('Lect')] %>%
dist(method = 'canberra') %>%
as.matrix() %>%
as.data.table() %>%
setnames(Tones$Lect) %>%
.[, Lect := Tones$Lect] %>%
melt(id = 'Lect',

variable.name = 'Lect2',
value.name = 'Tone') %>%

.[, Tone := replace_na(Tone, 0)] %>%

.[, Lect_vs_Lect := str_c(pmin(as.character(Lect), as.character(Lect2)),
'vs.',
pmax(as.character(Lect), as.character(Lect2)),
sep = ' ')] %>%

.[, .(Lect_vs_Lect, Tone)] %>%
distinct()

Tones_distance

## Lect_vs_Lect Tone
## 1: A'ou vs. A'ou 0.000
## 2: A'ou vs. Akajeru 1.000
## 3: A'ou vs. Amdo Tibetan 1.000
## 4: A'ou vs. Angami Naga 0.111
## 5: A'ou vs. Ao Naga 0.143
## ---
## 56276: Zauzou vs. Zbu 0.500
## 56277: Zauzou vs. Zeme Naga 0.500
## 56278: Zbu vs. Zbu 0.000
## 56279: Zbu vs. Zeme Naga 0.000
## 56280: Zeme Naga vs. Zeme Naga 0.000

Join segmental distance with tonal distance and normalize the four distances.

ONCT_distance <- ONC_distance %>%
full_join(Tones_distance) %>%
select(-Lect_vs_Lect) %>%
scale() %>%
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as.data.table() %>%
mutate(Lect_vs_Lect = ONC_distance$Lect_vs_Lect) %>%
relocate(Lect_vs_Lect)

## Joining with `by = join_by(Lect_vs_Lect)`

ONCT_distance

## Lect_vs_Lect Onset Nucleus Coda Tone
## 1: A'ou vs. A'ou -1.5333 -1.487 -1.266 -1.1111
## 2: A'ou vs. Akajeru -0.8563 -0.450 -0.597 1.0056
## 3: A'ou vs. Amdo Tibetan -0.0497 3.079 -0.667 1.0056
## 4: A'ou vs. Angami Naga -1.1055 0.787 0.291 -0.8759
## 5: A'ou vs. Ao Naga -0.8563 0.752 -0.667 -0.8088
## ---
## 56276: Zauzou vs. Zbu 1.9078 0.627 0.858 -0.0528
## 56277: Zauzou vs. Zeme Naga -1.1665 -0.520 0.719 -0.0528
## 56278: Zbu vs. Zbu -1.5333 -1.487 -1.266 -1.1111
## 56279: Zbu vs. Zeme Naga 1.9803 0.635 -0.907 -1.1111
## 56280: Zeme Naga vs. Zeme Naga -1.5333 -1.487 -1.266 -1.1111

Overall distance

Calculate the overall distance, which is the Euclidean distance between each pair of lects based
on their four normalized distances (onset, nucleus, coda, and tone).

PhonoDist <- ONCT_distance %>%
mutate(Distance = sqrt((Onset - min(Onset)) ^ 2 +

(Nucleus - min(Nucleus)) ^ 2 +
(Coda - min(Coda)) ^ 2 +
(Tone - min(Tone)) ^ 2)) %>%

select(Lect_vs_Lect, Distance)

PhonoDist %>%
arrange(Distance) %>%
filter(Distance > 0) %>%
head(10) %>%
xtable(caption = 'The ten lect pairs with the shortest phonological distance',

label = 'FirstTenOverall',
type = 'latex') %>%

booktabs('PhonoDist.tex')

fwrite(PhonoDist, 'PhonoDist.csv')

PhonoDist
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## Lect_vs_Lect Distance
## 1: A'ou vs. A'ou 0.00
## 2: A'ou vs. Akajeru 2.54
## 3: A'ou vs. Amdo Tibetan 5.28
## 4: A'ou vs. Angami Naga 2.80
## 5: A'ou vs. Ao Naga 2.43
## ---
## 56276: Zauzou vs. Zbu 4.68
## 56277: Zauzou vs. Zeme Naga 2.48
## 56278: Zbu vs. Zbu 0.00
## 56279: Zbu vs. Zeme Naga 4.12
## 56280: Zeme Naga vs. Zeme Naga 0.00

Ten selected lects.

TenLects <- c('Basque',
'Evenki',
'Georgian',
'Hindi',
'Japanese',
'Kazakh',
'Mandarin Chinese',
'Sri Lanka Malay',
'Standard Malay',
'Tsat')

TenLects

## [1] "Basque" "Evenki" "Georgian" "Hindi"
## [5] "Japanese" "Kazakh" "Mandarin Chinese" "Sri Lanka Malay"
## [9] "Standard Malay" "Tsat"

The distances of other lects to each of the ten selected lects.

TenLectsDist <- PhonoDist %>%
.[Lect_vs_Lect, on = .(Lect_vs_Lect)] %>%
filter(Lect %in% TenLects,

Lect != i.Lect) %>%
.[Phonotacticon, on = .(i.Lect = Lect), nomatch = 0] %>%
select(Family, Lect, i.Lect, Distance) %>%
arrange(Distance)

TenLectsDist

## Family Lect i.Lect Distance
## 1: Sino-Tibetan Standard Malay Atong (India) 0.262
## 2: Austronesian Standard Malay Kelantan-Pattani Malay 0.362
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## 3: Uralic Standard Malay Tundra Nenets 0.389
## 4: Jarawa-Onge Standard Malay Jarawa (India) 0.403
## 5: Chukotko-Kamchatkan Standard Malay Koryak 0.411
## ---
## 3336: Sino-Tibetan Georgian Jinyu Chinese 8.715
## 3337: Sino-Tibetan Georgian Paite Chin 8.720
## 3338: Mongolic-Khitan Georgian Halh Mongolian 8.733
## 3339: Sino-Tibetan Georgian Hakka Chinese 8.823
## 3340: Sino-Tibetan Georgian Lahu 8.950

Write each of the ten lects and their twenty closest lects as .tex files.

for (i in TenLects){
TwentyLects <-
TenLectsDist[Lect == i] %>%
.[, Lect := NULL] %>%
setnames(., 'i.Lect', 'Lect') %>%
head(20)

Caption <- paste0('Twenty lects closest to ', i)
Tex <- paste0(Caption, '.tex')

TwentyLects %>%
xtable(label = i, caption = Caption, style = 'latex') %>%
booktabs(Tex)

}

Clustering the lects

Based on these distances, I cluster similar lects together and detect areal patterns.

Create a data.table consisting only of phonological distances.

PhonoDistNumbers <- PhonoDist %>%
.[Lect_vs_Lect, on = .(Lect_vs_Lect)] %>%
.[, .(Lect, i.Lect, Distance)] %>%
dcast(Lect ~ i.Lect, value.var = 'Distance') %>%
.[, !'Lect']

PhonoDistNumbers

## A'ou Akajeru Amdo Tibetan Angami Naga Ao Naga Archi Aromanian Arpitan
## 1: 0.00 2.54 5.28 2.80 2.43 5.70 3.77 2.94
## 2: 2.54 0.00 4.51 3.55 3.06 4.58 3.65 1.86
## 3: 5.28 4.51 0.00 3.49 4.27 3.07 6.38 3.50
## 4: 2.80 3.55 3.49 0.00 2.80 4.72 4.39 2.48
## 5: 2.43 3.06 4.27 2.80 0.00 4.33 5.57 3.15
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## ---
## 331: 4.89 4.68 2.91 2.41 3.40 3.17 7.50 4.28
## 332: 4.69 4.80 2.79 2.71 3.49 3.79 6.86 4.03
## 333: 2.58 3.39 4.03 1.01 2.65 5.06 4.93 2.84
## 334: 5.41 5.50 2.76 3.81 4.69 4.66 6.48 4.40
## 335: 2.13 2.57 3.55 2.42 1.20 3.87 5.22 2.99
## 327 variables not shown: [Arvanitika Albanian, Asho Chin, Assamese, Asturian-Leonese-
Cantabrian, Atong (India), Avar, Baba Malay, Badaga, Bagvalal, Bantawa, ...]

Create a data.table for clusters.

PhonoClusters <-
Lect_LonLat

PhonoClusters

## Lect lon lat Dummy
## 1: A'ou 105.8 26.8 Dummy
## 2: Akajeru 93.0 13.2 Dummy
## 3: Amdo Tibetan 100.5 34.5 Dummy
## 4: Angami Naga 93.9 25.7 Dummy
## 5: Ao Naga 94.4 26.3 Dummy
## ---
## 331: Yue Chinese 113.0 23.0 Dummy
## 332: Zaiwa 98.4 24.2 Dummy
## 333: Zauzou 98.9 26.5 Dummy
## 334: Zbu 101.7 32.2 Dummy
## 335: Zeme Naga 93.6 25.3 Dummy

Cluster the lects into two, three, and four groups.

PhonoClusters$K2 <-
PhonoDistNumbers %>%
kmeans(2) %>%
pluck(1) %>%
as_factor()

PhonoClusters$K3 <-
PhonoDistNumbers %>%
kmeans(3) %>%
pluck(1) %>%
as_factor()

PhonoClusters$K4 <-
PhonoDistNumbers %>%
kmeans(4) %>%
pluck(1) %>%
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as.numeric() %>%
as.factor()

PhonoClusters

## Lect lon lat Dummy K2 K3 K4
## 1: A'ou 105.8 26.8 Dummy 1 3 2
## 2: Akajeru 93.0 13.2 Dummy 1 3 2
## 3: Amdo Tibetan 100.5 34.5 Dummy 2 2 4
## 4: Angami Naga 93.9 25.7 Dummy 1 3 2
## 5: Ao Naga 94.4 26.3 Dummy 1 3 2
## ---
## 331: Yue Chinese 113.0 23.0 Dummy 1 2 1
## 332: Zaiwa 98.4 24.2 Dummy 2 2 1
## 333: Zauzou 98.9 26.5 Dummy 1 3 2
## 334: Zbu 101.7 32.2 Dummy 2 1 3
## 335: Zeme Naga 93.6 25.3 Dummy 1 3 2

Assign the two clusters on the map of Eurasia, each integer in different colors representing
different clusters.

PhonoK2 <- EurasiaMap +
geom_text(aes(x = lon,

y = lat,
label = K2,
color = K2),

data = PhonoClusters,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "PhonoK2.pdf",
family = "Times New Roman",
width = 7,
height = 5)

PhonoK2
dev.off()

## pdf
## 2

PhonoK2
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Three clusters on the map.

PhonoK3 <- EurasiaMap +
geom_text(aes(x = lon,

y = lat,
label = K3,
color = K3),

data = PhonoClusters,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "PhonoK3.pdf",
family = "Times New Roman",
width = 7,
height = 5)

PhonoK3
dev.off()

## pdf
## 2

PhonoK3

APPENDIX 131



3

3

2

33

2
1

3

1

2

2

3

2

2

2

2

2

2

1

2

2

3

3
3

2 3

2
2

3
2

2

2

3

2

3

1

3

3

3

1

1

22

3

2

2

3

2

3

1

3

2

2 2

1

32 2
22

2

2
2

22

3

3

2

2 3

2
3

12
2

3
3

3

1 2

3

1
1

2
3

2

1

1

1

2

3

2
1

1

3

2

1

3
2

2

3

2

3

3

1

1

3

2

2

3

3

1

2

3

2

2

3

3

1

2

33

2

3 3

3

2

2

1

3

13

1

2

22

3

2

2 3

2

22

3

2

2

2

2

3

2

2

2

2

3

2

2
3

3

3

2

3

2

2

3

3

2

1

2

12 32 3
3

1

1

3
22

3

3

3

2

23
2

2

2

22
3

3
3

3

1

1

2

2

2

2

2

3

2

3

3

2

2

1
2

2

22

2

22

3

3

2

3
3

3

2

2

3

2

2
3

3

31

3

2

3 3

2

3

1

2

2

2

3

3
1

3

33

2

2

1

2

2
3

2

3
32

2

2

2

2

3

2

3
3

2

3

1

2

2

2

3

3

2

3

3

1

3

3

3

2

2

2 2

1

32

3

2

2

2

3

3

222 2

2

3

2

2

2

2

2
2

2

2

2

2
3

2

22

1

21

2
3

3

3 13
3

1

3

3

2

2 33
3

22
3

1

3

Four clusters on the map.

PhonoK4 <- EurasiaMap +
geom_text(aes(x = lon,

y = lat,
label = K4,
color = K4),

data = PhonoClusters,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "PhonoK4.pdf",
family = "Times New Roman",
width = 7,
height = 5)

PhonoK4
dev.off()

## pdf
## 2

PhonoK4
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Correlation between phonological and geographical distances

I will also test the following hypothesis: Geographical distance correlates with phonological
distance. That is, geographically closer lects also tend to be phonologically similar.

Subset Coordinates x.

Coordinates.x <- select(Lect_vs_Lect, lon, lat)

head(Coordinates.x)

## lon lat
## 1: 105.8 26.8
## 2: 93.0 13.2
## 3: 100.5 34.5
## 4: 93.9 25.7
## 5: 94.4 26.3
## 6: 46.8 42.3

Subset Coordinates y.
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Coordinates.y <- select(Lect_vs_Lect, i.lon, i.lat)

head(Coordinates.y)

## i.lon i.lat
## 1: 106 26.8
## 2: 106 26.8
## 3: 106 26.8
## 4: 106 26.8
## 5: 106 26.8
## 6: 106 26.8

Calculate the geographical distances between two columns of coordinates. Leave out pairs of
lects that belong to the same family, as lects belonging to the same family tend to be phonolog-
ically similar (by inheritance) and also geographically closer.

GeoDist <- Lect_vs_Lect %>%
mutate(Kilometers =

distHaversine(Coordinates.x, Coordinates.y) / 1000) %>%
select(Lect_vs_Lect, Kilometers) %>%
distinct()

GeoDist

## Lect_vs_Lect Kilometers
## 1: A'ou vs. A'ou 0
## 2: A'ou vs. Akajeru 2029
## 3: A'ou vs. Amdo Tibetan 1001
## 4: A'ou vs. Angami Naga 1202
## 5: A'ou vs. Ao Naga 1143
## ---
## 56276: Zauzou vs. Zbu 691
## 56277: Zauzou vs. Zeme Naga 537
## 56278: Zbu vs. Zbu 0
## 56279: Zbu vs. Zeme Naga 1091
## 56280: Zeme Naga vs. Zeme Naga 0

Join the phonological distances to the geographical distances.

PhonoGeoDist <- GeoDist %>%
.[PhonoDist, on = .(Lect_vs_Lect), nomatch = 0] %>%
.[Lect_vs_Lect, on = .(Lect_vs_Lect), nomatch = 0] %>%
filter(Lect != i.Lect)

PhonoGeoDist
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## Lect_vs_Lect Kilometers Distance Lect lon lat
## 1: A'ou vs. Akajeru 2029 2.54 Akajeru 93.0 13.2
## 2: A'ou vs. Amdo Tibetan 1001 5.28 Amdo Tibetan 100.5 34.5
## 3: A'ou vs. Angami Naga 1202 2.80 Angami Naga 93.9 25.7
## 4: A'ou vs. Ao Naga 1143 2.43 Ao Naga 94.4 26.3
## 5: A'ou vs. Archi 5562 5.70 Archi 46.8 42.3
## ---
## 111886: Youle Jinuo vs. Zeme Naga 840 2.30 Youle Jinuo 101.1 22.0
## 111887: Yue Chinese vs. Zeme Naga 1981 2.62 Yue Chinese 113.0 23.0
## 111888: Zaiwa vs. Zeme Naga 495 2.92 Zaiwa 98.4 24.2
## 111889: Zauzou vs. Zeme Naga 537 2.48 Zauzou 98.9 26.5
## 111890: Zbu vs. Zeme Naga 1091 4.12 Zbu 101.7 32.2
## 3 variables not shown: [i.Lect, i.lon, i.lat]

Set Burushaski, a language isolate spoken in the middle of Eurasia, as a reference point. The
hypothesis is that, the closer a Eurasian Lect is to Burushaski geographically, the closer it is to
Burushaski phonologically.

Burushaski <- PhonoGeoDist %>%
filter(i.Lect == 'Burushaski') %>%
select(-i.Lect, -i.lon, -i.lat)

Burushaski

## Lect_vs_Lect Kilometers Distance Lect lon lat
## 1: A'ou vs. Burushaski 3109 5.41 A'ou 105.8 26.8
## 2: Akajeru vs. Burushaski 3142 4.28 Akajeru 93.0 13.2
## 3: Amdo Tibetan vs. Burushaski 2330 2.35 Amdo Tibetan 100.5 34.5
## 4: Angami Naga vs. Burushaski 2157 4.21 Angami Naga 93.9 25.7
## 5: Ao Naga vs. Burushaski 2156 4.11 Ao Naga 94.4 26.3
## ---
## 330: Burushaski vs. Yue Chinese 3946 2.81 Yue Chinese 113.0 23.0
## 331: Burushaski vs. Zaiwa 2621 3.09 Zaiwa 98.4 24.2
## 332: Burushaski vs. Zauzou 2521 4.66 Zauzou 98.9 26.5
## 333: Burushaski vs. Zbu 2508 3.78 Zbu 101.7 32.2
## 334: Burushaski vs. Zeme Naga 2162 3.51 Zeme Naga 93.6 25.3

Subset the coordinates of the Burushaski data.table.

BurushaskiCoords <-
Burushaski %>%
select(lon, lat)

BurushaskiCoords

## lon lat
## 1: 105.8 26.8
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## 2: 93.0 13.2
## 3: 100.5 34.5
## 4: 93.9 25.7
## 5: 94.4 26.3
## ---
## 330: 113.0 23.0
## 331: 98.4 24.2
## 332: 98.9 26.5
## 333: 101.7 32.2
## 334: 93.6 25.3

Among all the lects other than Burushaski, calculate the greatest distance from a lect to its nearest
neighbor.

MaxDistance <-
BurushaskiCoords %>%
knearneigh(k = 1, longlat = TRUE) %>%
knn2nb() %>%
nbdists(BurushaskiCoords, longlat = TRUE) %>%
unlist() %>%
max()

MaxDistance

## [1] 1552

Assign the neighbors to each lect, a neighbor defined as a lect within the maximal distance
calculated above, so that every lect has at least one neighbor.

WeightMatrix <-
BurushaskiCoords %>%
dnearneigh(0, MaxDistance, longlat = TRUE) %>%
nb2listw(style = 'B')

WeightMatrix

## Characteristics of weights list object:
## Neighbour list object:
## Number of regions: 334
## Number of nonzero links: 28440
## Percentage nonzero weights: 25.5
## Average number of links: 85.1
##
## Weights style: B
## Weights constants summary:
## n nn S0 S1 S2
## B 334 111556 28440 56880 13949472
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Perform the Moran’s I test to test the spatial autocorrelation, which shows that the phonological
distance patterns are areally clustered.

moran.test(Burushaski$Distance, WeightMatrix)

##
## Moran I test under randomisation
##
## data: Burushaski$Distance
## weights: WeightMatrix
##
## Moran I statistic standard deviate = 46, p-value <0.0000000000000002
## alternative hypothesis: greater
## sample estimates:
## Moran I statistic Expectation Variance
## 0.2745861 -0.0030030 0.0000366

Perform a spatial regression analysis based on the spatial lag model. The results show that
geographical distance to Burushaski is positively correlated with the phonological distance to it.

SpatialLag <-
lagsarlm(Distance ~ Kilometers,

Burushaski,
listw = WeightMatrix)

summary(SpatialLag)

##
## Call:lagsarlm(formula = Distance ~ Kilometers, data = Burushaski,
## listw = WeightMatrix)
##
## Residuals:
## Min 1Q Median 3Q Max
## -2.16356 -0.70537 -0.13814 0.60314 4.45891
##
## Type: lag
## Coefficients: (asymptotic standard errors)
## Estimate Std. Error z value Pr(>|z|)
## (Intercept) 1.00723029 0.18620702 5.4092 0.0000000633083141
## Kilometers 0.00031947 0.00004472 7.1438 0.0000000000009077
##
## Rho: 0.00347, LR test value: 116, p-value: < 0.000000000000000222
## Asymptotic standard error: 0.000297
## z-value: 11.7, p-value: < 0.000000000000000222
## Wald statistic: 137, p-value: < 0.000000000000000222
##
## Log likelihood: -469 for lag model
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## ML residual variance (sigma squared): 0.968, (sigma: 0.984)
## Number of observations: 334
## Number of parameters estimated: 4
## AIC: 946, (AIC for lm: 1060)
## LM test for residual autocorrelation
## test value: 16.1, p-value: 0.000061165

Visualize the phonological distances to Burushaski on a map of Eurasia.

BurushaskiMap <- EurasiaMap +
geom_text(aes(x = lon,

y = lat,
color = Distance,
label = as.integer(round(Distance))),

data = Burushaski,
show.legend = FALSE) +

geom_point(x = 74.8, y = 36.2, color = 'black', fill = 'red', shape = 21, size = 3) +
scale_color_gradient(low = 'red', high = 'black')

cairo_pdf(file = "BurushaskiMap.pdf",
family = "Times New Roman",
width = 7,
height = 5)

BurushaskiMap
dev.off()

## pdf
## 2

BurushaskiMap
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We see that generally, geographically closer lects to Burushaski (red dot) also tend to be phono-
logically closer to it.

Naive Bayes Classifier

As a follow-up study, I will examine how well machine learning predicts the the area of a lect
given its phonological distance from other lects. For example, based on how similar German is
to other Eurasian lects, can we predict that it is spoken in Europe?

Divide the Eurasian lects into seven different regions solely based on their geographical co-
ordinates: Northeast Asia, Mainland Southeast Asia, Qinghai-Gansu, South Asia, West Asia,
Caucasus, and Europe.

Areas <- Lect_LonLat %>%
mutate(Area =

ifelse(lon > 90 & lon < 105 & lat > 32 & lat < 40,
'Qinghai-Gansu',

ifelse(lon > 90 & lat <= 32,
'Mainland Southeast Asia',

ifelse(lon > 60 & lon <= 90 & lat < 40,
'South Asia',

ifelse(lon > 25 & lon < 50 & lat < 50,
'West Asia',

ifelse(lon > -25 & lon < 50 & lat > 30,
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'Europe',
'Northeast Asia')))))) %>%

select(-lon, -lat)

Areas

## Lect Dummy Area
## 1: A'ou Dummy Mainland Southeast Asia
## 2: Akajeru Dummy Mainland Southeast Asia
## 3: Amdo Tibetan Dummy Qinghai-Gansu
## 4: Angami Naga Dummy Mainland Southeast Asia
## 5: Ao Naga Dummy Mainland Southeast Asia
## ---
## 331: Yue Chinese Dummy Mainland Southeast Asia
## 332: Zaiwa Dummy Mainland Southeast Asia
## 333: Zauzou Dummy Mainland Southeast Asia
## 334: Zbu Dummy Qinghai-Gansu
## 335: Zeme Naga Dummy Mainland Southeast Asia

The map visualizes the lects in the predefined seven areas.

AreasLonLat <- Areas %>%
left_join(Lect_LonLat)

## Joining with `by = join_by(Lect, Dummy)`

AreaMap <- EurasiaMap +
geom_point(aes(x = lon,

y = lat,
color = Area,
shape = Area),

data = AreasLonLat) +
scale_shape_manual(values = 0:5) +
theme(legend.position = 'bottom')

cairo_pdf(file = "AreaMap.pdf",
family = "Times New Roman",
width = 6,
height = 5)

AreaMap
dev.off()

## pdf
## 2
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AreaMap

Area
Europe

Mainland Southeast Asia

Northeast Asia

Qinghai−Gansu

South Asia

West Asia

The goal is to train a model based on phonological distance to see how well it predicts which
one of these six areas a lect is spoken.

Split the Lect vs. Lect column of the PhonoDist table into two lects.

Lect_iLect <- str_split_fixed(
PhonoDist$Lect_vs_Lect, ' vs. ', n = 2) %>%
as.data.table() %>%
setnames(c('Lect', 'i.Lect'))

Lect_iLect

## Lect i.Lect
## 1: A'ou A'ou
## 2: A'ou Akajeru
## 3: A'ou Amdo Tibetan
## 4: A'ou Angami Naga
## 5: A'ou Ao Naga
## ---
## 56276: Zauzou Zbu
## 56277: Zauzou Zeme Naga
## 56278: Zbu Zbu
## 56279: Zbu Zeme Naga
## 56280: Zeme Naga Zeme Naga
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Join the distances to the split lect pairs.

PhonoDistSplit <- PhonoDist %>%
bind_cols(Lect_iLect) %>%
select(-Lect_vs_Lect)

PhonoDistSplit

## Distance Lect i.Lect
## 1: 0.00 A'ou A'ou
## 2: 2.54 A'ou Akajeru
## 3: 5.28 A'ou Amdo Tibetan
## 4: 2.80 A'ou Angami Naga
## 5: 2.43 A'ou Ao Naga
## ---
## 56276: 4.68 Zauzou Zbu
## 56277: 2.48 Zauzou Zeme Naga
## 56278: 0.00 Zbu Zbu
## 56279: 4.12 Zbu Zeme Naga
## 56280: 0.00 Zeme Naga Zeme Naga

Double the split distances by switching Lect.x and Lect.y.

PhonoDistDouble <- PhonoDistSplit %>%
rename(c('Lect' = 'i.Lect',

'i.Lect' = 'Lect')) %>%
bind_rows(PhonoDistSplit)

PhonoDistDouble

## Distance i.Lect Lect
## 1: 0.00 A'ou A'ou
## 2: 2.54 A'ou Akajeru
## 3: 5.28 A'ou Amdo Tibetan
## 4: 2.80 A'ou Angami Naga
## 5: 2.43 A'ou Ao Naga
## ---
## 112556: 4.68 Zbu Zauzou
## 112557: 2.48 Zeme Naga Zauzou
## 112558: 0.00 Zbu Zbu
## 112559: 4.12 Zeme Naga Zbu
## 112560: 0.00 Zeme Naga Zeme Naga

Make a matrix consisting of lects, their distances from all other lects, and their area.
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PhonoDistWide <- PhonoDistDouble %>%
pivot_wider(names_from = i.Lect,

values_from = Distance,
values_fn = sum) %>%

left_join(Areas) %>%
as.data.table()

## Joining with `by = join_by(Lect)`

setcolorder(PhonoDistWide,
c(ncol(PhonoDistWide),
1:(ncol(PhonoDistWide) - 1)))

PhonoDistWide

## Area Lect A'ou Akajeru Amdo Tibetan Angami Naga
## 1: Mainland Southeast Asia A'ou 0.00 2.54 5.28 2.80
## 2: Mainland Southeast Asia Akajeru 2.54 0.00 4.51 3.55
## 3: Qinghai-Gansu Amdo Tibetan 5.28 4.51 0.00 3.49
## 4: Mainland Southeast Asia Angami Naga 2.80 3.55 3.49 0.00
## 5: Mainland Southeast Asia Ao Naga 2.43 3.06 4.27 2.80
## ---
## 331: Mainland Southeast Asia Yue Chinese 4.89 4.68 2.91 2.41
## 332: Mainland Southeast Asia Zaiwa 4.69 4.80 2.79 2.71
## 333: Mainland Southeast Asia Zauzou 2.58 3.39 4.03 1.01
## 334: Qinghai-Gansu Zbu 5.41 5.50 2.76 3.81
## 335: Mainland Southeast Asia Zeme Naga 2.13 2.57 3.55 2.42
## 332 variables not shown: [AoNaga, Archi, Aromanian, Arpitan, Arvanitika Albanian, AshoChin, Assamese, Asturian-
Leonese-Cantabrian, Atong (India), Avar, ...]

Train the Naive Bayes Classifier based on half of the lects and their distance from other lects.
First, divide the sample in half by each area. (The proportion of the areas is thus equal in the
halved sample.) Then train the classifier in the first half and test it on the other half.

AreaSample <- Areas %>%
group_by(Area) %>%
slice_sample(prop = 0.5)

AreaSample

## # A tibble: 166 x 3
## # Groups: Area [6]
## Lect Dummy Area
## <chr> <chr> <chr>
## 1 Danish Dummy Europe
## 2 Modern Greek Dummy Europe
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## 3 Gheg Albanian Dummy Europe
## 4 Hungarian Dummy Europe
## 5 Estonian Swedish Dummy Europe
## 6 Friulian Dummy Europe
## 7 French Dummy Europe
## 8 Macedonian Dummy Europe
## 9 Aromanian Dummy Europe
## 10 Italian Dummy Europe
## # i 156 more rows

Subset the first half of the lects and their distances, which I will train the Naive Bayes Classifier
with.

Train <- PhonoDistWide[Lect %in% AreaSample$Lect]

Train

## Area Lect A'ou Akajeru Amdo Tibetan
## 1: Qinghai-Gansu Amdo Tibetan 5.28 4.51 0.00
## 2: Mainland Southeast Asia Angami Naga 2.80 3.55 3.49
## 3: West Asia Archi 5.70 4.58 3.07
## 4: Europe Aromanian 3.77 3.65 6.38
## 5: Mainland Southeast Asia Asho Chin 5.01 5.02 2.68
## ---
## 162: Europe Westphalic 5.21 4.17 4.17
## 163: Mainland Southeast Asia Wu Chinese 1.85 2.72 3.79
## 164: Mainland Southeast Asia Yerong-Southern Buyang 2.07 2.68 3.42
## 165: Mainland Southeast Asia Zauzou 2.58 3.39 4.03
## 166: Mainland Southeast Asia Zeme Naga 2.13 2.57 3.55
## 333 variables not shown: [Angami Naga, AoNaga, Archi, Aromanian, Arpitan, Arvanitika Albanian, AshoChin, Assamese, Asturian-
Leonese-Cantabrian, Atong (India), ...]

The remaining half will be the lects where the Naive Bayes Classifier will be tested upon to
predict their areas.

Test <- PhonoDistWide %>%
filter(!(Lect %in% Train$Lect)) %>%
select(-Area)

Test

## Lect A'ou Akajeru Amdo Tibetan Angami Naga Ao Naga Archi
## 1: A'ou 0.00 2.54 5.28 2.80 2.43 5.70
## 2: Akajeru 2.54 0.00 4.51 3.55 3.06 4.58
## 3: Ao Naga 2.43 3.06 4.27 2.80 0.00 4.33
## 4: Arpitan 2.94 1.86 3.50 2.48 3.15 4.29
## 5: Arvanitika Albanian 4.32 3.18 2.64 4.67 4.49 3.48
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## ---
## 165: Yongbei Zhuang 2.24 2.72 3.31 2.38 1.71 3.89
## 166: Youle Jinuo 2.23 3.18 3.44 1.99 2.29 4.54
## 167: Yue Chinese 4.89 4.68 2.91 2.41 3.40 3.17
## 168: Zaiwa 4.69 4.80 2.79 2.71 3.49 3.79
## 169: Zbu 5.41 5.50 2.76 3.81 4.69 4.66
## 330 variables not shown: [Aromanian, Arpitan, Arvanitika Albanian, AshoChin, Assamese, Asturian-
Leonese-Cantabrian, Atong (India), Avar, Baba Malay, Badaga, ...]

Train the classifier.

Classifier <- naiveBayes(Area ~ ., Train)

Classifier[1]

## $apriori
## Y
## Europe Mainland Southeast Asia Northeast Asia
## 13 70 18
## Qinghai-Gansu South Asia West Asia
## 4 47 14

The trained classifier then predicts the areas of the remaining lects.

Predict <- predict(Classifier, newdata = Test)

Predict

## [1] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [4] Mainland Southeast Asia Europe South Asia
## [7] Europe South Asia Northeast Asia
## [10] West Asia South Asia South Asia
## [13] South Asia Mainland Southeast Asia Mainland Southeast Asia
## [16] Northeast Asia West Asia Mainland Southeast Asia
## [19] South Asia Mainland Southeast Asia Europe
## [22] Northeast Asia Mainland Southeast Asia Northeast Asia
## [25] Northeast Asia Europe Mainland Southeast Asia
## [28] South Asia West Asia South Asia
## [31] South Asia Qinghai-Gansu Qinghai-Gansu
## [34] South Asia Mainland Southeast Asia South Asia
## [37] Mainland Southeast Asia South Asia Mainland Southeast Asia
## [40] Europe South Asia South Asia
## [43] Mainland Southeast Asia Mainland Southeast Asia South Asia
## [46] Europe South Asia Europe
## [49] South Asia Europe West Asia
## [52] Mainland Southeast Asia Northeast Asia Europe
## [55] South Asia Northeast Asia Europe
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## [58] Northeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [61] Europe Northeast Asia South Asia
## [64] Europe Qinghai-Gansu Mainland Southeast Asia
## [67] South Asia Mainland Southeast Asia Northeast Asia
## [70] Mainland Southeast Asia Mainland Southeast Asia South Asia
## [73] Northeast Asia Mainland Southeast Asia South Asia
## [76] Northeast Asia South Asia South Asia
## [79] South Asia Mainland Southeast Asia South Asia
## [82] South Asia Mainland Southeast Asia South Asia
## [85] Mainland Southeast Asia South Asia Mainland Southeast Asia
## [88] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [91] Northeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [94] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [97] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [100] Europe Northeast Asia South Asia
## [103] Mainland Southeast Asia Mainland Southeast Asia Northeast Asia
## [106] Mainland Southeast Asia Northeast Asia South Asia
## [109] South Asia Mainland Southeast Asia West Asia
## [112] West Asia Mainland Southeast Asia South Asia
## [115] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [118] Northeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [121] South Asia Mainland Southeast Asia Mainland Southeast Asia
## [124] Northeast Asia Europe South Asia
## [127] South Asia South Asia Europe
## [130] Europe Mainland Southeast Asia Northeast Asia
## [133] Qinghai-Gansu South Asia Northeast Asia
## [136] Northeast Asia Northeast Asia Mainland Southeast Asia
## [139] Northeast Asia Northeast Asia Northeast Asia
## [142] South Asia Mainland Southeast Asia Northeast Asia
## [145] Qinghai-Gansu Northeast Asia Mainland Southeast Asia
## [148] Mainland Southeast Asia South Asia Mainland Southeast Asia
## [151] South Asia Qinghai-Gansu Northeast Asia
## [154] Northeast Asia Northeast Asia South Asia
## [157] South Asia South Asia Europe
## [160] Qinghai-Gansu Mainland Southeast Asia Mainland Southeast Asia
## [163] Qinghai-Gansu Qinghai-Gansu Mainland Southeast Asia
## [166] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [169] Europe
## 6 Levels: Europe Mainland Southeast Asia Northeast Asia ... West Asia

Join the predicted areas into the table of tested lects.

AreaPrediction1 <- Test %>%
select(Lect) %>%
mutate(Prediction = Predict) %>%
left_join(Areas) %>%
mutate(Correct = Prediction == Area)

## Joining with `by = join_by(Lect)`

146 APPENDIX



AreaPrediction1

## Lect Prediction Dummy Area
## 1: A'ou Mainland Southeast Asia Dummy Mainland Southeast Asia
## 2: Akajeru Mainland Southeast Asia Dummy Mainland Southeast Asia
## 3: Ao Naga Mainland Southeast Asia Dummy Mainland Southeast Asia
## 4: Arpitan Mainland Southeast Asia Dummy Europe
## 5: Arvanitika Albanian Europe Dummy Europe
## ---
## 165: Yongbei Zhuang Mainland Southeast Asia Dummy Mainland Southeast Asia
## 166: Youle Jinuo Mainland Southeast Asia Dummy Mainland Southeast Asia
## 167: Yue Chinese Mainland Southeast Asia Dummy Mainland Southeast Asia
## 168: Zaiwa Mainland Southeast Asia Dummy Mainland Southeast Asia
## 169: Zbu Europe Dummy Qinghai-Gansu
## 1 variable not shown: [Correct]

Perform the same training and testing, but training with the latter half as the training and testing
the former half.

Train2 <- Test %>%
left_join(Areas)

## Joining with `by = join_by(Lect, Dummy)`

Test2 <- Train %>%
select(-Area)

Classifier <- naiveBayes(Area ~ ., Train2)

Predict2 <- predict(Classifier, newdata = Test2)

AreaPrediction2 <- Test2 %>%
select(Lect) %>%
mutate(Prediction = Predict2) %>%
left_join(Areas) %>%
mutate(Correct = Prediction == Area)

## Joining with `by = join_by(Lect)`

AreaPrediction2

## Lect Prediction Dummy
## 1: Amdo Tibetan Qinghai-Gansu Dummy
## 2: Angami Naga Mainland Southeast Asia Dummy
## 3: Archi West Asia Dummy
## 4: Aromanian Europe Dummy

APPENDIX 147



## 5: Asho Chin South Asia Dummy
## ---
## 162: Westphalic Europe Dummy
## 163: Wu Chinese Mainland Southeast Asia Dummy
## 164: Yerong-Southern Buyang Mainland Southeast Asia Dummy
## 165: Zauzou Mainland Southeast Asia Dummy
## 166: Zeme Naga Mainland Southeast Asia Dummy
## 2 variables not shown: [Area, Correct]

Join the two halves whose areas are predicted based on each other.

AreaPrediction <- bind_rows(AreaPrediction1, AreaPrediction2)

AreaPrediction

## Lect Prediction Dummy
## 1: A'ou Mainland Southeast Asia Dummy
## 2: Akajeru Mainland Southeast Asia Dummy
## 3: Ao Naga Mainland Southeast Asia Dummy
## 4: Arpitan Mainland Southeast Asia Dummy
## 5: Arvanitika Albanian Europe Dummy
## ---
## 331: Westphalic Europe Dummy
## 332: Wu Chinese Mainland Southeast Asia Dummy
## 333: Yerong-Southern Buyang Mainland Southeast Asia Dummy
## 334: Zauzou Mainland Southeast Asia Dummy
## 335: Zeme Naga Mainland Southeast Asia Dummy
## 2 variables not shown: [Area, Correct]

I will analyze how correctly the model has predicted the areas based on confusion matrix.

Make the predefined areas into factors.

AreaFactors <- as.factor(AreaPrediction$Area)

head(AreaFactors)

## [1] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [4] Europe Europe Mainland Southeast Asia
## 6 Levels: Europe Mainland Southeast Asia Northeast Asia ... West Asia

Make the predicted areas into factors.

PredictionFactors <- factor(AreaPrediction$Prediction,
levels = levels(AreaFactors))

head(PredictionFactors)
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## [1] Mainland Southeast Asia Mainland Southeast Asia Mainland Southeast Asia
## [4] Mainland Southeast Asia Europe South Asia
## 6 Levels: Europe Mainland Southeast Asia Northeast Asia ... West Asia

Below is the confusion matrix and the related statistics, based on the combination of the two
halves of prediction:

ConfusionMatrix <-
confusionMatrix(PredictionFactors,

AreaFactors,
mode = 'everything')

ConfusionMatrixOverall <-
ConfusionMatrix$overall %>%
as.matrix() %>%
as.data.frame() %>%
rownames_to_column()

colnames(ConfusionMatrixOverall) <- c('Name', 'Value')

ConfusionMatrixOverall %>%
xtable(label = 'ConfusionMatrix',

caption = 'Confusion matrix based on two halves of Naive Bayes Classifier prediction',
style = 'latex') %>%

booktabs('ConfusionMatrix.tex')

ConfusionMatrixOverall

## Name Value
## 1 Accuracy 0.63880597014925378
## 2 Kappa 0.51280633646230223
## 3 AccuracyLower 0.58482659468676812
## 4 AccuracyUpper 0.69030683715591790
## 5 AccuracyNull 0.42089552238805972
## 6 AccuracyPValue 0.00000000000000082
## 7 McnemarPValue 0.00617919702119709

The F1 values of individual classes.

F1 <- ConfusionMatrix$byClass %>%
as.data.frame() %>%
rownames_to_column() %>%
rename(c('Class' = 'rowname')) %>%
mutate(Class = gsub('Class: ', '', Class)) %>%
select(Class, F1)

F1 %>%
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xtable(label = 'F1',
caption = 'F1 values of individual classes',
style = 'latex') %>%

booktabs('F1.tex')

F1

## Class F1
## 1 Europe 0.476
## 2 Mainland Southeast Asia 0.799
## 3 Northeast Asia 0.553
## 4 Qinghai-Gansu 0.381
## 5 South Asia 0.573
## 6 West Asia 0.491

The visualization of the lects by their predicted areas.

AreaPredictionLonLat <- AreaPrediction %>%
left_join(Lect_LonLat)

## Joining with `by = join_by(Lect, Dummy)`

AreaPredictionMap <- EurasiaMap +
geom_point(aes(x = lon,

y = lat,
color = Prediction,
shape = Prediction),

data = AreaPredictionLonLat) +
scale_shape_manual(values = 0:6) +
theme(legend.position = 'bottom')

cairo_pdf(file = "AreaPredictionMap.pdf",
family = "Times New Roman",
width = 6,
height = 5)

AreaPredictionMap
dev.off()

## pdf
## 2

AreaPredictionMap
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Prediction
Europe

Mainland Southeast Asia

Northeast Asia

Qinghai−Gansu

South Asia

West Asia

Grambank

Load Eurasian lects of Grambank.

GrambankLects <- fread('GrambankLects.csv') %>%
as.data.table() %>%
.[Macroarea == 'Eurasia'] %>%
.[, .(ID, Longitude, Latitude)]

GrambankLects

## ID Longitude Latitude
## 1: abkh1244 41.2 43.1
## 2: acha1249 97.7 24.3
## 3: aghw1237 47.1 40.4
## 4: aheu1239 104.2 17.8
## 5: ahom1240 88.5 27.3
## ---
## 559: zaiw1241 98.4 24.2
## 560: zakh1243 97.0 28.1
## 561: zaye1235 96.9 20.2
## 562: zeme1240 93.6 25.3
## 563: zhab1238 101.0 30.7
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Load Grambank and subset to lects present in PanPhon.

Grambank <- fread('Grambank.csv') %>%
as.data.table() %>%
.[Language_ID %in% GrambankLects$ID] %>%
.[, .(Language_ID, Parameter_ID, Value)]

Grambank

## Language_ID Parameter_ID Value
## 1: abkh1244 GB020 1
## 2: abkh1244 GB021 1
## 3: abkh1244 GB022 1
## 4: abkh1244 GB023 1
## 5: abkh1244 GB024 3
## ---
## 106332: zhab1238 GB433 0
## 106333: zhab1238 GB519 1
## 106334: zhab1238 GB520 1
## 106335: zhab1238 GB521 1
## 106336: zhab1238 GB522 ?

Detect non-binary features.

NonBinary <- Grambank %>%
.[Value == 2] %>%
.[, .(Parameter_ID)] %>%
distinct() %>%
unlist() %>%
as.vector()

NonBinary

## [1] "GB203" "GB193" "GB024" "GB025" "GB065" "GB130"

Exclude non-binary features and numeralize the values.

GrambankBinary <- Grambank %>%
.[!(Parameter_ID %in% NonBinary)] %>%
.[, Value := gsub(0, -1, Value)] %>%
.[, Value := gsub('\\?', 0, Value)] %>%
.[, Value := as.numeric(Value)]

GrambankBinary

Calculate the proportion of unknown values.
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Unknown <- GrambankBinary %>%
.[Value == 0] %>%
.[, .N]/nrow(GrambankBinary)

Unknown

## [1] 0.131

Create a vector of glottocodes.

Glottocodes <- GrambankBinary$Language_ID %>%
unique()

Glottocodes[1:10]

## [1] "abkh1244" "acha1249" "aghw1237" "aheu1239" "ahom1240" "ainu1240"
## [7] "aito1238" "akab1249" "akaj1239" "akha1245"

Widen the Grambank data table.

GramDist <- GrambankBinary %>%
dcast(Language_ID ~ Parameter_ID, value.var = 'Value', fill = 0) %>%
.[, Language_ID := NULL] %>%
dist(method = 'manhattan')

GramDist[1:10]

## [1] 153 149 148 156 122 180 122 169 151 148

K-means clustering (2).

GramK2 <- GramDist %>%
kmeans(2) %>%
pluck(1) %>%
as_factor()

GramK2[1:10]

## 1 2 3 4 5 6 7 8 9 10
## 1 2 1 2 2 1 2 1 1 2
## Levels: 1 2

K-means clustering (3).
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GramK3 <- GramDist %>%
kmeans(3) %>%
pluck(1) %>%
as_factor()

GramK3[1:10]

## 1 2 3 4 5 6 7 8 9 10
## 2 1 2 1 1 2 2 3 2 1
## Levels: 1 2 3

K-means clustering (4).

GramK4 <- GramDist %>%
kmeans(4) %>%
pluck(1) %>%
as_factor()

GramK4[1:10]

## 1 2 3 4 5 6 7 8 9 10
## 3 1 3 1 1 2 2 4 2 1
## Levels: 1 2 3 4

Make a data.table of Glottocodes, coordinates, and K

GramK <-
data.table(Glottocode = Glottocodes,

K2 = GramK2,
K3 = GramK3,
K4 = GramK4) %>%

.[GrambankLects, on = .(Glottocode = ID), nomatch = 0]

GramK

## Glottocode K2 K3 K4 Longitude Latitude
## 1: abkh1244 1 2 3 41.2 43.1
## 2: acha1249 2 1 1 97.7 24.3
## 3: aghw1237 1 2 3 47.1 40.4
## 4: aheu1239 2 1 1 104.2 17.8
## 5: ahom1240 2 1 1 88.5 27.3
## ---
## 559: zaiw1241 2 1 1 98.4 24.2
## 560: zakh1243 1 3 4 97.0 28.1
## 561: zaye1235 2 1 1 96.9 20.2
## 562: zeme1240 1 3 4 93.6 25.3
## 563: zhab1238 2 1 1 101.0 30.7
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K2 map.

GramK2 <- EurasiaMap +
geom_text(aes(x = Longitude,

y = Latitude,
label = K2,
color = K2),

data = GramK,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "GramK2.pdf",
family = "Times New Roman",
width = 7,
height = 5)

GramK2
dev.off()

## pdf
## 2

GramK2
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GramK3 <- EurasiaMap +
geom_text(aes(x = Longitude,

y = Latitude,
label = K3,
color = K3),

data = GramK,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "GramK3.pdf",
family = "Times New Roman",
width = 7,
height = 5)

GramK3
dev.off()

## pdf
## 2

GramK3

2

1

2

1

1

2

2

32

1

2

3

3

3

2

2

3

1

3
13

2
2

3

3 33 11

1

3

2

2 3

1

1

133

33

3

1

2

3

3

3

3

3 111

1

111

3

3

2

1
1

3

3

3 23

2

3

1
33

1

3

2

3
3

2

1

1

2

1

2

1

1

3

1

3

3

2

3

3 11

2

3

3 3 3
3

1

3

1

3

3

3

3

2

1

3

2

2

2

3 1
3

2

3

3

3

3

1
3

3

3
3

3
3

3
33

3

2

13

11 1

2

1

3

2

2

3

3

1

3

3

3

3

3

3

1

2

2
3 3

3

3

2

3
33

3
1

2
3

3

3

33
2

3

3
3

1

2

3

1

2

2

2
3

2

2

2

213
3 1

3

2

3

1

33

1

3

2

3 3

3

2

3

2

3

3

2

1

1

2

2

1

21

1

3

3

3

3

1

3

1

3

3

3

2

3

1

1

1

2

3

3

3

1
3

3

311

3

13

3

3

1

3

3
1

3

3
3

3

3

3

3

3

33

3

2

3

2

33
2

3
3

2 1

3
1

11

2

2

3
3

2

1

2

2

11

3

3

3

33 1

2

2

3
3

1

2

3

3

3

3

1

2

33
1

33

1

2

3

1

11

2

3

3
1

2

3 1

3

13

3

1

2

2

1
1

3

3

2

3

1

3

1
3

3

3

3

1

1

3
3

33

3

1
3

11

3
3

1

33

2

3

3
3

1

1

3

1

2

2

1

33 3

3

3

3

2
31

21

3

2

3
3

2

11

2

3

33

1

13

2

1
1

3

3

1

3

3

1

2

2

3

2

3

2

2
2

2

2

3
2

3

2
2

3

1

33

1

2

3

3
1

1

2

3

3

2

3 13

1

3

1

111

1

12
3

3

3

1

3

1

2

1

3

3

3

3

2

13

2

2

2

3

3

3

1
1

2

3

3

3

2

2

2

1

2
2

33

3
2

2
1

3

1

3

1

3

3

3

3

3

2

3

3

2

333 33

3
1

2

3

1

3

3

3
3

3

3

2

3

3
2

1

2

3

3

3

1

1

3

1

33

3 2
3

2 2

3
3

3

1
1

3
3

3
1

1

2 1

11

3

1

3
3

3

3

2

33
2

1

1
21

3

1

3

1

K4 map.

156 APPENDIX



GramK4 <- EurasiaMap +
geom_text(aes(x = Longitude,

y = Latitude,
label = K4,
color = K4),

data = GramK,
show.legend = FALSE) +

theme(legend.position = 'bottom')

cairo_pdf(file = "GramK4.pdf",
family = "Times New Roman",
width = 7,
height = 5)

GramK4
dev.off()

## pdf
## 2

GramK4
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The Glottocodes of the intersecting lects.
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Intersect <- Phonotacticon %>%
.[Lect %in% Eurasia$Lect] %>%
.[Glottocode %in% GrambankBinary$Language_ID] %>%
.[, .(Glottocode, Lect)]

Intersect

## Glottocode Lect
## 1: aoua1234 A'ou
## 2: akaj1239 Akajeru
## 3: amdo1237 Amdo Tibetan
## 4: anga1288 Angami Naga
## 5: aona1235 Ao Naga
## ---
## 218: yong1276 Yongbei Zhuang
## 219: youl1235 Youle Jinuo
## 220: yuec1235 Yue Chinese
## 221: zaiw1241 Zaiwa
## 222: zeme1240 Zeme Naga

Subset PhonoDist into intersecting lects and widen it.

PhonoDistIntersect <- PhonoDist %>%
.[Lect_vs_Lect, on = .(Lect_vs_Lect)] %>%
.[Lect %in% Intersect$Lect & i.Lect %in% Intersect$Lect] %>%
.[, .(Lect, i.Lect, Distance)] %>%
dcast(Lect ~ i.Lect, value.var = 'Distance') %>%
.[, !c('Lect')] %>%
as.matrix() %>%
unname() %>%
as.dist()

PhonoDistIntersect[1:10]

## [1] 2.54 5.28 2.80 2.43 5.70 3.77 5.02 5.73 5.07 5.81

Subset GramDist into intersecting lects and widen it.

GramDistIntersect <- GrambankBinary %>%
.[Intersect, on = c(Language_ID = 'Glottocode'), nomatch = NULL] %>%
.[, Language_ID := NULL] %>%
dcast(Lect ~ Parameter_ID, value.var = 'Value', fill = 0) %>%
.[, Lect := NULL] %>%
dist(method = 'manhattan')

GramDistIntersect[1:10]
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## [1] 158 116 127 119 154 152 111 58 137 155

Mantel test

mantel(PhonoDistIntersect, GramDistIntersect, method = 'pearson')

##
## Mantel statistic based on Pearson's product-moment correlation
##
## Call:
## mantel(xdis = PhonoDistIntersect, ydis = GramDistIntersect, method = "pearson")
##
## Mantel statistic r: 0.215
## Significance: 0.001
##
## Upper quantiles of permutations (null model):
## 90% 95% 97.5% 99%
## 0.0397 0.0512 0.0598 0.0708
## Permutation: free
## Number of permutations: 999

Comparing phonological distances to the number of shared ge-
nealogical layers

Load Glottolog data.

Glottolog <- fread('glottolog-cldf-4.4/cldf/values.csv') %>%
as.data.table()

Glottolog

## ID Language_ID Parameter_ID
## 1: more1255-level more1255 level
## 2: more1255-category more1255 category
## 3: more1255-classification more1255 classification
## 4: more1255-subclassification more1255 subclassification
## 5: more1255-aes more1255 aes
## ---
## 155396: agob1245-category agob1245 category
## 155397: agob1245-classification agob1245 classification
## 155398: agob1245-subclassification agob1245 subclassification
## 155399: agob1245-aes agob1245 aes
## 155400: agob1245-med agob1245 med
## 5 variables not shown: [Value, Code_ID, Comment, Source, codeReference]
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Subset dialects.

Dialects <- Glottolog %>%
.[Parameter_ID == 'category'] %>%
.[Value == 'Dialect'] %>%
.[, Language_ID]

head(Dialects)

## [1] "ngkr1236" "ngka1237" "ngkr1237" "bark1251" "ngkr1235" "ngkr1238"

Subset languages and their classification.

Classification <- Glottolog %>%
.[!Language_ID %in% Dialects] %>%
.[Parameter_ID == 'classification'] %>%
.[, .(Language_ID, Value)]

Classification

## Language_ID Value
## 1: more1255 <NA>
## 2: mong1349 <NA>
## 3: kolp1236 <NA>
## 4: naml1239 <NA>
## 5: tana1288 <NA>
## ---
## 13100: alac1239 kawe1237
## 13101: qawa1238 kawe1237/nort1506
## 13102: alac1240 kawe1237/nort1506
## 13103: idii1243 paho1240
## 13104: agob1244 paho1240

Split the classification column.

Classification_split <-
str_split_fixed(Classification$Value, pattern = '/', n = Inf) %>%
as.data.table()

colnames(Classification_split) <-
c('Family', 1:(ncol(Classification_split) - 1)) %>% as.character()

Classification_split

## Family 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
## 1: <NA>
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## 2: <NA>
## 3: <NA>
## 4: <NA>
## 5: <NA>
## ---
## 13100: kawe1237
## 13101: kawe1237 nort1506
## 13102: kawe1237 nort1506
## 13103: paho1240
## 13104: paho1240
## 23
## 1:
## 2:
## 3:
## 4:
## 5:
## ---
## 13100:
## 13101:
## 13102:
## 13103:
## 13104:
## 2 variables not shown: [24, 25]

Subset languages from Glottolog.

GlottoLects <- Glottolog %>%
.[Value == 'language'] %>%
.[, Language_ID]

head(GlottoLects)

## [1] "kolp1236" "tana1288" "touo1238" "bert1248" "sius1254" "cent2045"

Melt the classification table and exclude bookkept and unclassified families.

GeneaLects <-
Classification_split %>%
.[, Lect := Classification$Language_ID] %>%
.[Lect %in% GlottoLects] %>%
melt(id.vars = c('Lect', 'Family'),

variable.name = 'Order',
value.name = 'Branch') %>%

.[!(Order != 1 & Branch == '')] %>%

.[!Family %in% c('book1242', 'uncl1493')] %>%

.[Family != '<NA>'] %>%

.[Branch == '', Branch := Lect]

GeneaLects
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Calculate the number of shared layers.

SharedLayers <- GeneaLects %>%
.[GeneaLects, on = .(Family, Order), allow.cartesian = TRUE] %>%
.[Lect != i.Lect] %>%
.[, Shared := Branch == i.Branch] %>%
.[, .(Lect, i.Lect, Shared)] %>%
.[, .(SharedLayers = sum(Shared)), by = .(Lect, i.Lect)]

SharedLayers

## Lect i.Lect SharedLayers
## 1: sota1242 smar1235 1
## 2: ngka1235 smar1235 1
## 3: badi1247 smar1235 1
## 4: yeii1239 smar1235 0
## 5: namb1293 smar1235 0
## ---
## 4668118: alac1240 qawa1238 1
## 4668119: alac1239 alac1240 0
## 4668120: qawa1238 alac1240 1
## 4668121: agob1244 idii1243 0
## 4668122: idii1243 agob1244 0

Make a list of Glottocodes of Phonotacticon.

PhonoGlottocodes <- Phonotacticon %>%
.[, .(Lect, Glottocode, Family)]

PhonoGlottocodes

## Lect Glottocode Family
## 1: A'ou aoua1234 Tai-Kadai
## 2: Abaza abaz1241 Abkhaz-Adyge
## 3: Abkhaz abkh1244 Abkhaz-Adyge
## 4: Adyghe adyg1241 Abkhaz-Adyge
## 5: Akajeru akaj1239 Great Andamanese
## ---
## 512: Yue Chinese yuec1235 Sino-Tibetan
## 513: Zaiwa zaiw1241 Sino-Tibetan
## 514: Zauzou zauz1238 Sino-Tibetan
## 515: Zbu zbua1234 Sino-Tibetan
## 516: Zeme Naga zeme1240 Sino-Tibetan

Make a table of phonological distances and the number of shared layers.
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PhonoGenea <-
Lect_iLect %>%
.[PhonoGlottocodes, on = .(Lect), nomatch = 0] %>%
.[PhonoGlottocodes, on = .(i.Lect = Lect), nomatch = 0] %>%
.[, Distance := PhonoDist$Distance] %>%
.[Family == i.Family & Lect != i.Lect] %>%
.[SharedLayers, on = .(Glottocode = Lect, i.Glottocode = i.Lect), nomatch = 0] %>%
.[, .(Lect, i.Lect, Family, Distance, SharedLayers)]

PhonoGenea

## Lect i.Lect Family Distance
## 1: Bonan Dagur Mongolic-Khitan 1.96
## 2: Dagur Halh Mongolian Mongolic-Khitan 2.31
## 3: Dongxiang Halh Mongolian Mongolic-Khitan 2.65
## 4: Bonan Halh Mongolian Mongolic-Khitan 3.79
## 5: Dagur Peripheral Mongolian Mongolic-Khitan 2.84
## ---
## 10431: Forest Enets Pite Saami Uralic 1.63
## 10432: Ingrian Pite Saami Uralic 2.88
## 10433: Northern Yukaghir Southern Yukaghir Yukaghir 5.18
## 10434: Cypriot Arabic Neo-Mandaic Afro-Asiatic 3.12
## 10435: Chukchi Koryak Chukotko-Kamchatkan 1.51
## 1 variable not shown: [SharedLayers]

Subset families that have at least one layer and at least three sample lect pairs.

PhonoGeneaFamily <-
PhonoGenea %>%
.[, Max := max(SharedLayers), by = .(Family)] %>%
.[Max >= 1] %>%
.[, .N, by = .(Family)] %>%
.[N >= 3] %>%
.[, .(Family)] %>%
pull(Family)

PhonoGeneaFamily

## [1] "Mongolic-Khitan" "Tai-Kadai" "Austronesian"
## [4] "Tungusic" "Hmong-Mien" "Nakh-Daghestanian"
## [7] "Turkic" "Japonic" "Indo-European"
## [10] "Dravidian" "Austroasiatic" "Sino-Tibetan"
## [13] "Uralic"

Test the correlation between the phonological distance and the number of shared layers.
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PhonoGeneaPearson <- PhonoGenea %>%
.[Family %in% PhonoGeneaFamily] %>%
.[, cor.test(Distance, SharedLayers), by = Family] %>%
.[, .(Family, parameter, estimate, p.value)] %>%
.[!duplicated(.)] %>%
.[, parameter := as.integer(parameter + 2)] %>%
.[, p.value := p.adjust(p.value)] %>%
.[order(estimate)]

colnames(PhonoGeneaPearson) <-
c('Family', 'Number of lect pairs', 'r', 'FDR')

PhonoGeneaPearson %>%
xtable(type = 'latex',

label = 'PhonoGenea',
caption = 'Pearson\'s correlation efficient (r) and the false discovery rate (FDR) between the phonological distance and the number of shared genealogical layers between two lects of the same family') %>%

booktabs('PhonoGenea.tex')

PhonoGeneaPearson

## Family Number of lect pairs r FDR
## 1: Nakh-Daghestanian 78 -0.1944 1
## 2: Turkic 66 -0.1801 1
## 3: Tai-Kadai 153 -0.0933 1
## 4: Dravidian 210 -0.0684 1
## 5: Indo-European 1953 -0.0284 1
## ---
## 9: Uralic 36 0.1173 1
## 10: Japonic 6 0.1321 1
## 11: Tungusic 15 0.3380 1
## 12: Austronesian 21 0.3870 1
## 13: Hmong-Mien 10 0.4216 1

Convert the matrix of morphosyntactic distance into a data.table.

GramDistDT <- GramDist %>%
as.matrix() %>%
as.data.table()

colnames(GramDistDT) <- GrambankLects$ID

GramDistDT

## abkh1244 acha1249 aghw1237 aheu1239 ahom1240 ainu1240 aito1238 akab1249
## 1: 0 153 149 148 156 122 180 122
## 2: 153 0 162 53 73 127 131 125
## 3: 149 162 0 141 141 163 149 137
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## 4: 148 53 141 0 58 124 118 136
## 5: 156 73 141 58 0 150 118 132
## ---
## 559: 134 77 165 86 96 122 138 130
## 560: 139 128 138 133 131 131 149 121
## 561: 145 60 134 51 69 133 127 123
## 562: 139 88 132 103 99 145 139 111
## 563: 144 99 131 100 106 124 122 128
## 555 variables not shown: [akaj1239, akha1245, akka1240, aluk1238, amdo1237, amri1238, anci1242, anci1244, anga1288, anuu1241, ...]

Retrieve the corresponding names of Glottocodes.

GlottologNames <- fread('glottolog-cldf-4.4/cldf/languages.csv') %>%
as.data.table() %>%
.[, .(ID, Name)]

GlottologNames

## ID Name
## 1: more1255 Yam
## 2: mong1349 Mongolic-Khitan
## 3: kolp1236 Kol (Papua New Guinea)
## 4: naml1239 Namla-Tofanma
## 5: tana1288 Tanahmerah
## ---
## 25896: tame1238 Taeme
## 25897: nucl1597 Idi
## 25898: kawa1281 Kawam
## 25899: ende1235 Ende (Papua New Guinea)
## 25900: agob1245 Agöb

Make a table of the Eurasian lects of Grambank and their family.

GramFamily <- Glottolog %>%
.[Language_ID %in% Grambank$Language_ID &
Parameter_ID == 'classification'] %>%

.[, .(Language_ID, Value)] %>%

.[Value == '<NA>', Value := Language_ID] %>%

.[, Value := sapply(strsplit(Value, "/"), function(x) x[1])] %>%

.[GlottologNames, on = .(Value = ID), nomatch = 0] %>%

.[, .(Language_ID, Name)]

colnames(GramFamily) <- c('Lect', 'Family')

GramFamily

## Lect Family
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## 1: daur1238 Mongolic-Khitan
## 2: halh1238 Mongolic-Khitan
## 3: kalm1243 Mongolic-Khitan
## 4: peri1253 Mongolic-Khitan
## 5: russ1264 Mongolic-Khitan
## ---
## 559: hert1241 Afro-Asiatic
## 560: mlah1239 Afro-Asiatic
## 561: nucl1706 Afro-Asiatic
## 562: west2763 Afro-Asiatic
## 563: chuk1273 Chukotko-Kamchatkan

Make a table of the morphosyntactic distance and the number of shared layers (while also ex-
cluding the sign language “family’ ’, because it’s not really a family but rather a modality)

GramGenea <- GramDistDT %>%
.[, Lect := GrambankLects$ID] %>%
melt(id.vars = 'Lect',

variable.name = 'i.Lect',
value.name = 'Distance') %>%

.[, Lect_vs_Lect := str_c(pmin(as.character(Lect), as.character(i.Lect)),
'vs.',
pmax(as.character(Lect), as.character(i.Lect)),
sep = ' ')] %>%

.[!duplicated(Lect_vs_Lect)] %>%

.[GramFamily, on = .(Lect)] %>%

.[GramFamily, on = .(i.Lect = Lect)] %>%

.[Family != 'Sign Language' &
Family == i.Family &
Lect != i.Lect] %>%

.[, .(Lect, i.Lect, Family, Distance)] %>%

.[SharedLayers, on = .(Lect, i.Lect), nomatch = 0]

GramGenea

## Lect i.Lect Family Distance SharedLayers
## 1: halh1238 daur1238 Mongolic-Khitan 77 1
## 2: kalm1243 daur1238 Mongolic-Khitan 82 1
## 3: peri1253 daur1238 Mongolic-Khitan 55 1
## 4: russ1264 daur1238 Mongolic-Khitan 73 1
## 5: dong1285 daur1238 Mongolic-Khitan 74 1
## ---
## 23908: stan1318 nucl1706 Afro-Asiatic 104 3
## 23909: sana1295 nucl1706 Afro-Asiatic 116 3
## 23910: ugar1238 nucl1706 Afro-Asiatic 105 4
## 23911: phoe1239 nucl1706 Afro-Asiatic 110 4
## 23912: west2763 nucl1706 Afro-Asiatic 115 7
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Subset families of GramGenea to those with at least one layer and at least three lect pairs.

GramGeneaFamilies <-
GramGenea %>%
.[, Max := max(SharedLayers), by = .(Family)] %>%
.[Max >= 1] %>%
.[, .N, by = .(Family)] %>%
.[N >= 3] %>%
.[, .(Family)] %>%
pull(Family) %>%
unique()

GramGeneaFamilies

## [1] "Mongolic-Khitan" "Tai-Kadai" "Austronesian"
## [4] "Tungusic" "Hmong-Mien" "Nakh-Daghestanian"
## [7] "Turkic" "Japonic" "Indo-European"
## [10] "Dravidian" "Austroasiatic" "Sino-Tibetan"
## [13] "Uralic" "Afro-Asiatic"

Test the correlation between the morphosyntactic distance and the number of shared layers.

GramGeneaPearson <- GramGenea %>%
.[Family %in% GramGeneaFamilies] %>%
.[, cor.test(Distance, SharedLayers), by = Family] %>%
.[, .(Family, parameter, estimate, p.value)] %>%
.[!duplicated(.)] %>%
.[, parameter := as.integer(parameter + 2)] %>%
.[, p.value := p.adjust(p.value)] %>%
.[order(estimate)]

colnames(GramGeneaPearson) <-
c('Family', 'Number of lect pairs', 'r', 'FDR')

GramGeneaPearson %>%
xtable(type = 'latex',

label = 'GramGenea',
caption = 'Pearson\'s correlation efficient (r) and the false discovery rate (FDR) between the morphosyntactic distance and the number of shared genealogical layers between two lects of the same family') %>%

booktabs('GramGenea.tex')

GramGeneaPearson

## Family Number of lect pairs r FDR
## 1: Japonic 15 -0.7487 1.06e-02
## 2: Uralic 300 -0.5707 2.54e-26
## 3: Dravidian 435 -0.5097 4.61e-29
## 4: Indo-European 2016 -0.4635 8.56e-107
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## 5: Turkic 91 -0.3701 2.75e-03
## ---
## 10: Tai-Kadai 120 -0.1408 6.25e-01
## 11: Nakh-Daghestanian 210 -0.1299 4.22e-01
## 12: Afro-Asiatic 231 -0.0749 7.78e-01
## 13: Hmong-Mien 45 0.0489 7.78e-01
## 14: Austronesian 120 0.1193 7.78e-01
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